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ABSTRACT

Recent developments 1n mathematical models for the
human manual control system are reviewed and evaluated as
part of a study of the field of biological control systems.
Application of control models for investigation of the
"fine structure” is stressed, rather than human engineering
aspects. Evldence for and against dliscrete models of the
huhan operator 1s presented and a number of such models
are compared. The adaptive characteristics of the operator
and two basic modelling approaches are presented and several
models reviewed. Detalled discussion is included on
correlation of manual response characteristics and physlo-
logical data for muscle, leading to models for the

postural control and voluntary control system 1nteractions.
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SUMMARY

As part of a critical review of the entire field
of biological control systems, this report deals with
recent developments in the area of manual control. It 1s
concerned with systems analysis models for manual control,
and the attempts to more fully explain the biological

operation through servoanalysis and computer simulation.

The report does not deal with the "human engineering"
aspects of manual control, such as dlsplay-control
compatability or system equalization. The emphasis 1is on
recent (post 1957) development of more sophlsticated
mathematical models to describe and perhaps explaln some
of the "Pine structure" in control of manual responses.
These models fall primarily into the basic research catagory

rather than as guidelines for man-machine integratilon.

A number of models dealing with discrete aspects of
human response are reviewed and evaluated. The research
of Bekey, Lemay and Westcott, Young, Navas, Elkind, Raoult
and Naslin, and Pew 1s examined 1in detail, and several
cautionary comments are included concerning the limltatilions

of sampled data models.



The adaptlve characteristlcs of manual tracklng are
also explored 1n some detaill, and the current state of
hypotheses about the adaptive mechanlsm 1s investigated.
Recent experiments pertalning to adaptation to input,
controlled element and tasks are considered, as well as
the question of 1imits of controllabllity and measures
of adaptation. '"Model reference'" and "error pattern
recognition" classes of adaptive models are introduced,
and the relevant work of Knoop and Fu, Raoult and Elkind

1s discussed.

The third major area treated in the report is the
development of mathematical models correlating physiological
evidence on muscle and muscle spindles wlth manual response
to a variety of visual and rorce inputs and eye-hand
coordination. The work of Stark and his coworkers is
reviewed in detaill, leading to models of the motor control
system showing the interaction of the postural and

voluntary control systems.



DEVELOPMENTS IN MANUAL CONTROL

I. INTRODUCTION

The aspects of manual control discussed in this
report are concerned with a description of the
characteristics of the human operator in a control task.
In general the human is involved in visual-manual
tracking, in which hils task is to manipulate a manual
cantrol stlck 1n accordance with 1nput Informatlon

presented to him through a visual dlsplay.

Of all the biological control systems conslidered
in this review, the manual control system has been the
subJect of the most intenslve study by lnvestigators
from the flelds of psychology and englneering. The
reason for this attention stems from the practical
Importance of understanding the role of the human
operator in a closed loop control task. Thus, driving an

automobile, controllling the position of a milling

machine, aiming an anti-aircraft gun, or landlng an



ailrplane on the deck of an aircraft carrier, are all
important practlcal situations in which the visual~manual
control characteristics of the human operator are of
crucial importance to the successful performance of the

man~machine systen.

The interests of psychologists in the manual
tracking problem dates back many years to the early
studies of reaction times and simple tracking. The
contribution of engineers, and in particular control
engineers, dates to World War II, in connection with
studies of the abilitles of a gunner to operate as part
of a fast fire-control system. The first genuine use of
servomechanism ftheory to describe the numan operator
was by Tustin in 1944 (77 ), when he described the
input-output relationship of a man in terms of linear
operators and an additive "remnant" of noise at the
operator's output. Usling the developing notions of
servomechanism synthesis, and in particular "proportional
plus derivative" compensation, Sobczyk and Philips (€5 )
determined the optimum "aiding constant" for lead
compensation for use by the human operator in controlling

the position and velocity of a gun.



Following the war a number of independent thorough
investigations were carried out to determine the
"quasi-linear" models of the human operator in a tracking
loop. The block diagram of Fig. 1 is representative of
the form assumed for all these investigations. The
quasi=linear descriptions may be defined as the "best
fit" linear model of the human operator for a given
control task, in which the form of the input signal and
the nature of the controlled process are specified. For
different 1nput spectra or controlled process or task
speciflcations, the model takes on a different though
stl1ll linear representation, thereby accounting for the
name quasi-linear. Since these models do not account for
all the manual output motion of the human operator,
usually a remnant term 1s added to account for the output
"noise" not correlated with the input signal. Most of

the quasl-linear models may be cast in the form

Ke-tdS(TLs + 1)

H(S) =
(TNS + 1)(TIS + 1)

This expression represents the quasi-linear describing

function of the human operator from observed error as

an input to displacement of the control stick as the



output. The gain K and the lead and lag time constants

T and T are generally considered to be varied

L I’
according to the control task to yield satisfactory closed

loop response. td represents a pure delay time and

TN the short neuromuscular delay.

The work of Russell (57 ), Hall (20 ), Krendel (36 ),
and Elkind (12 ), using linear i1dentification techniques,
led to quasi-linear models valid for a variety of input
spectra and control systen dynamics. These models and
thelr implications were reviewed in detail by McRuer and
Krendel in 1957 (%0 ). DMore recently Sheridan (€2 )
and Adams (2 ) have added to the literature on quasi-

linear models.

As the quasi-linear approaches to human operator
modeling reached satislactory results in the late 1950's,
reseairch attention shifted to several other phases of
manual contrel. The emphasis in this report will be on
those aspects which have been wmost intensively studied
in the period 1959-1964, and which seem wmost relevant

to the central control problem,

The [irst of these newer areas is the physiological
approach to modeling the neurologlcal and neuromuscular

systems underlying manual control. In sections II



through IV a mathematlical model 1s presented to account
for observed behavioral trackling characteristics and
mechanical lmpedance properties of the arm. This model,
based on the research of Stark and his coworkers, includes
relevant bilophysical relations pertalning to the nerves

and muscles.

A second area of great lnterest has been the
"fine structure" of the operator's response. Whereas the
guasi-linear models matched the average gain and phase
lag sufficiently well, they were unable to describe
the detailed transient responses or deterministic
inputs or the discrete nature of human tracking movements.
Some of the older 1deas concerning the psychologilcal
refractory period have been revived to stimulate
several different sampled-data and discrete nonlinear
models for visual-manual tracking. These models are

reviewed and compared in Section V.

The ability of human belngs to change their
characteristics depending upon the task input and the
dynamics of the controlled element has long been noted
with iInterest. With the recent activity in adaptive

systems by automatic control specialists a parellel

effort has been observed 1n descriptions of the



adaptive characteristics of the human operator. These
descriptlions and the attempts at adaptive models are

reviewed in Section VI.



II. PHYSIOLOGICAL BACKGROUND OF THE
PERTPHERAL ADAPTIVE MECHANISM

Mechanism of Motor Control

Two mechanisms which play an important role in
manual control and in providing the manual control system
with 1ts adaptive capability are the postural control

system and the voluntary control system.

The postural. system is a [eedback system which
functions to maintain the posture or posiftion of the
body and 1ts limbs. It 1s essentially a position
servoloop with position =ensors, motor elements, and
some data oproceszing. The postural servosystem 1s control-
led by higher cenfters which provide reference inputs and
which control the parameters of some of the elements of

this system as shown in Fisure 2.

The voluntary control system provides the wmechanlism
for executing skilled precise movements. 1t too is
composed of sensory, motor and computational components.
It 1s quite Aifferent from the postural control system,
however, in that i1ts controller is thougnt to be open-loop
and sampled-data, executing pre-programmed control

movements. These movements are proprioceptively



open-loop in the sense that the postural control system
appears to be at least partially disabled when voluntary
control movements are belng executed. Feedback 1s
obtalned from a variety of sensors, including joint
position receptors and the visual system, but the
information obtalned from these feedback elements must be
processed by higher centers before effecting movement.
An 1mportant part of the control of the voluntary move=-
ments 1s the predictive system which 1s able to extract
informgtion to predict the future course of events from
signals and responses., It 1s this predictive ability
which is responsible for some of the input adaptive

properties of manual control systems.

Variable Topology of the Neurological Control System

In thils section some experlimental responses which
may correspond to three states of the neurological
control mechanism are discussed ( GE ). A general
model for certaln aspects of movement and postural coor-

dination 1is introduced.

A subject instructed to rotate a handle back and
forth as rapidly as possible, produced a record of

handle angle as a funcftion of time, similar to the top

10



line of Fig. 3. During the high velocity portion of

the movement, the antagonists (opposing muscles) were
quite relaxed and limp. Because of thils inactivity, 1n
spilte of marked stretching of the antagonists by the
agonists (contracting muscles), 1t is concluded that

the stretch reflex was inoperative. Elther the afferent
feedback from the muscle spindle was markedly reduced,

or more likely it was functionally ineffective 1n ex-
citing the alpha motor neurons (final common path).
Figure 4a shows a simplified block diagram of the
situation. It is important to note: (a) the back-to-back
pair of control systems (agonist-antagonist) that are
always present 1n movement and represent the inability of
muscle to push; (b) the open-loop mode that permits the
high frequency oscillation; and (c) the pre-programmed

set of alternating contractlons sent down from the braln.

Subsequently 1n the experiment, the subject performed
successive movements agaln, this time under instruction
to prevent deflection of his hand by random input dis-
turbances. Only secondarily was he to oscillate his
hand at as high a frequency as possible. (As a result
of these factors the frequency of oscillation is
slowed as shown in the milddle recording of Fig. 3.)

Figure 4b shows the nature of the neurological

11



organization of this mode of operation. The essential
features are: (a) the muscle spindle system acting
as a high-galn length regulator; (b) the resultant
increased stiffness or spring constant of both agonists
and antagonists; (¢) the sharing of the alpha-motor
neuron (final common pathway) by this length regulator

and the cortico~spinal input.

It might be well to menftion that the difluse
anatomical organization of the gamma input makes 1t a
highly inappropriate follow-up servo system. 1In fact,
It ie not used Tor this function but for postural tone

and end-of~movement damping and clamping.

Finally the subject was asked to imagline a pointer
moving back and forth and to track this imaginary pointer,
and attempt to oscillate his hand as fast as possible.

The arrangement of the neurological apparatus is shown
in Fig. 4c¢. “The position of afferent informatioun feeds
back to a visual-motor crientation complex that 1s
postulated to exlist in the brain. The oscillation is
markedly slowed, perhaps, because of the necesslty to
transmit and process all control signais through the
imagery of the mental tracking process. This 1s shown

in the bottom recording of rFig. 3.

12



That the gamma=-spindle system may be utilized in
this mode of operation at the end of each high veloclty
portion of the osclllatlion 1s indicated by an experiment
performed by Stark and Rushworth (73 ). The gamma gain
controls to the spindles were blocked wlth procalne
producling the so-called cerebellar syndrome of hypotonia,
astenla, taxia, overshootling, rebound, dysmetria and
postural drift. Skilled voluntary movements were still
possible with attentlion. However, when sinusoldal
tracing was being performed, similar in principle to
mental tracking, errors were made in a particular fashion.
Occaslonally at the end of the hligh velocity portion of
the sinusold, the pencill hand would continue in the
tangential direction. This indlicates that the damping
and clamping functions of the length regulator (spindle)
would normally be active 1n the precise termination of

a high veloclity movement.

In summary, experimental deflinition has been
attempted for a facet of the complex neurologlcal control
system for movement: the ability to change the topology
of the multiloop neural system. This introductory
material points up the interaction and indeed competition
between the postural servo-loop (stretch reflex) and
the proprioceptively open-loop voluntary control of the
musculature.

13



A Quantitative Model

While the general model may be useful in
conceptualizing the physiology of the spinal and
peripheral mechanism, it should clearly be supplemented
by a quantitative model (33 ). The BIOSIM program,
providing for the simulation of a general class of
aynamical systems from specifications of their block
dlagram representation, has been used for this
application. It 1s run on a 7090 digital computer
and contains its own Fortran-like compller for ease

of communication between user and program.

The expanded and modified form of the block diagrams
of Fig. 4 for closed-loop operation of the postural
musculature system and open-loop operation of the
voluntary control system is shown in Fig. 5 ( 3 ). In
one experiment the subject is instructed to hold his arms
fairly tense and to maintain this position despite
possible deflecting forces. A force of 5 kg lasting
0.2 sec 1s applied. The subject's arm is deflected and
then returns to 1ts desired position after a slight
overshoot. The BIOSIM analog behaves as shown in Fig. €.
Tensing of the muscles is modeled by inserting a bias

signal using SPE 6 and SPE 7 (See Table 1.).
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Table 1, Deflnitions of Speclal Functlons

SPECIAL FUNCTION(SPE)

DEFINITION

SPE 6 and SPE 7
SPE 8

SPE 9

SPE 10
SPE 2 and SPE 3

Muscle Tone = 0.001 u - 1(t)
g-Y’11;+lOO Yéllg*Y$13§ if Y§13g<
-Y211 +600 Y(11)*Y(13) if ¥(13)>
§Y§12;-600 Y§12§*Y§05§ if Y§13g >
Y(12)-100 Y({12)*Y(05) if Y(13) <
Disturbing Force = 5{u-1(t-0.2)]

Not used for this experiment

3 . ——

0
0
0
o
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The disturbing force whose time function is shown, is
applied by means of SPE 10, As the hand is deflected

from its zero position the erfor signal of the stretched
muscle increases and the error slilgnal of the slackened
muscle decreases. When the disturbing force ceases,
these signals, by operating on thelr respective muscles,
drive the hand back to its zero position with a slight
overshoot. The initial biasing, hand position, disturbing
force, and error signals are shown as time functions in
Fig. 6, and indicate a qualitative and rough quantitative
agreement with the experiment. In Fig. 6, an represents
input to muscle which restrains initial motilon; a3
represents input to muscle slackened by initial motion;

8 represents deflection of the arm in degrees; and the

dashed line indicates the bias level.

BIOSIM analog results are enccuraging and indicate
that further development in the directions of (a) better
definition of the physical elements of the control systen,
(b) more accurate descriptions of system topology, and
(¢) further comparison with experiment, might increase

our understanding of this complex system.
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Muscle Physiology: BIOSIM Model

Muscle is unlique 1n converting chemical energy
directly into mechanical work. Limitation in the rate
of this conversion acts as an apparent viscosity which
plays a role in the over-all dynamics of movement. This
section summarizes the physiologlical evidence relating
to this conversion and the simplified mathematical model

used in BIOSIM (69).

The dynamic characteristics of a maximally
stimulated shortening muscle can be summarized by an
exponential relationship between the load on a muscle
and the maximum veloclity of shortening, as shown by the
dashed curve in Fig. 7 from Fenn and Marsh (15 ).

In 1938, Hill (23 ) showed in a thermodynamic study of
muscle that the force-velocity relationship could be

approximated very closely by the equation

(v + b)(P + a) = (PO + a)b = constant (1)
where a and b are constants that are dependent on the
particular muscle, P is load force, v is shortening

velocity, and P 1is isomebric tension. When experiments
o}

were extended to lengthening, as well as shortening muscle,

17



Hill's equation failed: Katz (31) found a steep linear
relationshlp between muscle opposlition force and lengthen-
ing velocity, as seen in the dashed line of Fig. 8a. Ten
years later, Wilkie (81) repeated Hill's experiments for
the shortening muscle in the human arm by using subjects
directed to exert maximal voluntary effort. His results
fit Hill's equatlon after correction for the inertia of
the arm. These data were most useful in our approximation
of a muscle model for digital computer simulation

with BIOSIM.

Using BIOSIM an investigation of the behavior of a
complete agonist-antagonist muscle system was undertaken
(€9). Simple straight line approximations to the physio-
logical model were adequate for this work. With fthe use
of the parameters in Wllkie's paper and measurements on
human subjects, estimates of PO (maximum isometric force)
and v, (maximum velocity with no load) were made. The slope
of the stralght line representing lengthening, BL, is made
six times greater than that for shortening, B, as shown in

Fig. 8b. The rollowing parameters were selected:

P = 100kg
v, = 0.01 m/sec

By, = ~6x10" kg-sgcQ/m
BS = _104 Mm

18



Force veloclty relationships beyond the initlal velocities
pose a problem., If a muscle is shortened at a velocity
greater than that at which it 1s capable of shortening
itself, 1t exerts no force. Thus P is zero for

velocities greater than Vo When a muscle is stretched
more rapidly than 1ts critical stretching velocity,
several things may happen. A phenomenon called

"slipping" or "yielding" occurs first. Hill (22 ) wrote:
"Under a load rather greater than it can bear an active
muscle lengthens slowly, under a considerably greater

load 1t 'gives' or 'slips.' We can regard the filrst process
as 'reversible' in the thermodynamic sense, the second as

largely 'irreversible '",

Katz found (31 ) that contractile structures of a
muscle may be damaged if ifs velocity of lengthening 1is
increased rapidly while the muscle is active. Normally
the Golgi tendon organ (a tension-sensing device)
reflexly causes the muscle to relax before this damage

occurs.

It is expected that simulation will seldom operate
in the critical region. Thus a compromlse between com-
plete relaxation and increased resistance caused by slip-

ping 1s used. For velocities of lengthening which are

19



greater than critical, the BIOSIM model saturates at

2P as shown in Fig. 8b. When a muscle is stimulated at
half maximum, we assume that the active muscle has the
same length, but only one-half the cross—section area,

as the fully actlivated muscle. Therefore the force
output, proportional to cross-section area, is halved while
the maximum veloclty of shortening, proportional to

muscle length, remains constant. These relationships
between force and velocity in a half-activated muscle

may be obtalned by applying the PO and Vs values for

o = 0.5 to our original approxlimations, that 1s, straight-

line relationship and B_ = 6Bc. The resultant relation-

L
ships are shown in Fig.8b and expressed in Eqs. (2) and (3)

Fruscle = @(Pgy + BgV) O<v<v (2)
Yo
quscle = a.(PO + BLV) - 6 < v<o (3)
Fruscle = © V>V,
Vo
Fruscle = %Fo v s —

Figure 9 1ltlustrates a model experiment conducted

on the'D9cnmmﬂBr(69). The model response in displacement

20



has a shape similar to that of a plot of the same variables
for frog muscle in the Fenn and Marsh experiments. The
dead time in the physiological studies 1s the time taken
for the muscle isometric force to build up to the static
friction in the load force. A comparison of velocity'versus

time in the model with Wilkle's data was also obtained.

The asymmetrical characteristics become very important
in smoothly terminating a rapid voluntary movement. The
asymmetry increases the effective damping over that of
a possible symmetrical relationship. Addition of the
postural system (muscle spindle and afferent feedback)
as shown by the middle recording of fig. 3 further
increases man's power of rapldly damping his motion.
Therefore, an examination of the muscle spindle is in

ocrder,

Muscle Spindle Physiloclogcy: BIOSIM Model

The muscle spindle receptor is a differential length
receptor found in parallel with contractile fibers of
muscles of many specliles as first demonstrated by Fulton
and Pi-Suner (17 ). Its importance in human motor
coordination is great, since its posifional feedback

characteristics are basic to the stretch reflex. 1t may

21



also send kinesthetic¢ information to hlgher centers to
help control complex motor coordination tasks. A model
of this mechanism has been formulated as one component

in the more complete model of human motor coordination,

The spindle is connected in parallel with the muscle
contractlile fibres as shown in Flg.l0a and its direct
mechanical effect on the muscle 1s negligible., The
inertial forces resulting from accelerating the mass of
muscle may be neglected in comparison with elastic forces
for the low accelerations involved. Thus, we can consider
the length of the muscle, Xm’ to be an input produced
either through the alpha efferent nerve or through stretch
by external forces. The afferent nerve carries information
concerning the length of the nuclear bag to the central
nervous system. Continuous signals representing short
term average pulse frequency are used in our model, The
gamma efferent nerve excltes the contractile element, or
intrafusal fiber, of the splndle, It 1s another input
that may blas the output of the nuclear bag cr may,
perhaps, act indirectly as an input that might control

movement; this follow-=up servo configuration has been

suggested by Merton (44 ) and Roberts. This input is
simplified in our model to a change in length of the

intrafusal fiber, Xy , and added to X_ (Fig.10b). The

22



dynamics of this input may have to be considered more
explicitly upon investigatlon of coordinated movements

through this input.

The response of the spindle receptor to a step input
of stretch, as found by Lippold, Nicholls and Redfearn (38)
(Fig. 1la) shows approximately 400 percent overshoot;
this differential effect is called the "phasic response'.
After approximately 200 msec the output settles down to
1ts steady-state value; the steady-state response 1s called
the "tonlic response". They also found good evidence to
suggest that the phasic response is caused entirely by
mechanical factors and that the mechanical-to-electrical
transducer is a no-memory device, This information has

been incorporated 1into our model,.

The transfer function for the mechanical model

of Fig. 10b 1s of the form

£sB _ _ G (T18 + 1)
- ) ™ {TS (TS + 1)

23



Table 2 summarizes the rough estimates of the
spring constants and damping tonus of the spindle
receptor model, based on physiological evidence and

analysis of transient and steady state responses.

TABLE 2
HUMAN FROG
Kz 0.1 newton/m 0.1 newton/m
Kp 0.4 newton/m 0.5 newton/m
Kp 1.5 newton/m 1.3 newton/m
B 0.015 newton sec/m 0.5 newton sec/m
By 0.015 newton sec/m 2.9 newton sec/m

2L



Inspection of Granit's data (19 ) shown in Fig. 1lb
reveals that the tonic input-output characteristic of the
spindle receptor 1s somewhat parabollic. Furthermore,
octher curves show that the tonie¢ gain lncreases with
increased gamma bias (Xy ). A squaring operator fits
these data quite well (Fig. 12a). The increased slope
at Xy2, as compared with XYI shows the increased small-
signal gain for an increase of gamma bias. This reconciles
the opposing vliews of Granit who clalmed the gamma 1nput
is an input bias level, and Hunt and Kuffler (27)(28) who
felt 1t had a role 1n malntalning sensitlivity of the
spindle to stretch. Both functions are subsumed 1in our
model. Negatlve signals cannot be generated by the
transducer; thus, a saturatlion at zero is inserted before
the squarer (Fig. 12a). Also, there is an upper limit
to the number of i1lmpulses that can be carried by the
splndle efferent nerve; an upper limit saturation provides

this 1imit.

An asymptotic Bode plot of H(s) in Flg. 12b illustrates

the approximate frequency response of the model to small

signals in normal operating ranges of blas. Note that
between 7-18 radians per second the response is to
muscle veloclty. In this range the spindle receptor

should cause vliscous damping effects on the over=-all

25



system rather than spring effects. A sinusoidal analysils
of the stretch receptors in the frog's extensor longitus
digltus, IV muscle was undertaken by Houk, Sanchez,

and Wells (25 ). A sample record of thelr work 1is shown
in Flg. 13a. PFlgure 13b 1llustrates the amplitude vs.
frequency plot and the phase vs. frequency plot. Although
their data are crude filrst runs, the break frequencies of
rough asymptotes drawn on the gain plot of Fig. 13b were

used to form a tentatlve transfer functlon

H(s) = K(30s + 1) (5)

(5s + 1)(0.358 + 1)

with K = 27 pulses per second/mm. By assumption and calculation
similar to those above, the values in Table 2 for the

frog were obtained. These findings, although crude, lend
support to the model and provide some feellng for the
functional significance of the anatomical structure of

spindle receptors.

Gamma Ratio

The spindle system has a differentliating action over
an lmportant part of the frequency range; 1/2 - 3 cps.

Since 1t 1s in the feedback path of the proprioceptive

26



stretch reflex, or postural servomechanism loop, this
obviously acts as a damping element in movement. It

can be shown that in ordinary movements the muscle
apparent viscoslty 1s of importance only in a region of
lesser interest; below 0.25 cps. The muscle damplng i1s
the result of asymmetrical energy conversion saturation
and thus has, strilctly speakling, no restricted frequency

range.

However, the spindle 1s an 1deal damping element and
the gamma blas which sets its activlity level and gailn
1s well sulted to modify the system damplng on command

in an adaptive fashion.

Boyd (7 ) and Matthews have found another
type of spindle receptor lacking the nuclear bag. Thus,
the dashpot is missing and a quite different dynamical
situation results. The intrafusal muscle fiber without a
nuclear bag, but wlth an afferent receptor is innervated
by a different gamma efferent motor flber type; the
gamma-two fiber. +hile this has not been worked out
quantitatively, 1t is clear that the gamma-~two 1s more like

a pure galn element as opposed to the gamma-one which

operates as a dirfferentiator. Thus, by altering the

gamma ratio, gamma-one activity divided by gamma-two

27




activity, the damping can be altered independently of the
loop gain. This permlts even more powerful control of
overall dynamlcs and damping, and simllarly is even more

sulted for the adaptive role,

Summary

The postural and the voluntary control systems
which are important to the manual control system are
reviewed utilizing various anatomlco-physiologilcal data
and current servoanalytical investlgation 1n order to
present a relatlively simple analytical model of

the system.
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III. DYNAMIC CHARACTERISTICS OF THE
MOTOR COORDINATION SYSTEM IN MAN

Introduction

The behavioral characteristics of the human motor
coordination system should be quantltatlvely defined
before testing our model. The methods dlscussed 1n
thls section represent attempts to accomplish thils

quantitative definition for steady-~state behavior.

Linearity 1s a reasonable approximation in many
aspects of this system, as certain control experiments
show, and thus frequency response data may be used for

analysis.

Experiments 1in thils sectlion Indicate the presence of
a samplling system slmllar to the onfe present 1n the eye
tracklng system, 1In the eye movement system the muscles
are so powerful wlth respect to the mechanical character-
istics of the eyeball that the limlting dynamics are the
neurological control dynamlcs. With the hand, however,
inertia of the forearm, the requirement for fuller
activation of the muscles and the resultant apparant
vliscoslity of the muscles all limlt system bandwidth.
Thus, the sampled-data phenomena that are clearly seen in

eye movements are partly obscured 1n manual control behavior.

29



Experiments

In an effort to develop a system model which fits
the well-known Ilnput—-output data and clarifies anatomical,
phsyiological and neurological facts, Stark et al. (71l )
studled rotation of the wrist 1in an awake, cooperative
human subject. In the first series of experiments
wrist movement 1s limifed to pronation and supination by
means of the apparatus 1llustrated in Flg. 14. The
polnter serves as input signal. The subject is instructed
to keep the Indlcator on the handle in coincldence with
movement of the pointer. The instantaneous positions

of both polnter and handle indicator are recorded.

Predictable input experiment. Flgure 15 illustrateg

the slnusoildal pattern of the input pointer in this
experiment. The dynamlc characteristics of the hand

during a steady state predictable experiment 1s

obtained by measuring gain and phase lag (from the
recordings. These analyses of gain and phase lag are based
on average response. The variability of phase lag does

not become large except at frequencies which are on the

limit of the ability of the human motor coordination

system,.
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Complex input experiment. The input shown in

Fig. 15 1s completely predictable, and provides little
useful Information about the basic neurologlcal control
system. It 1s therefore important to use an unpredictable
input. A stochastic signal may be approximated by adding
a number of non=low~harmonically related sinusolds to

form a fairly complex input signal. This siznal is not

an analytic function to the prediction apparatus of the
human operating Instantaneously on the pointer movement.
Only the sum of a small number of these sinusoids, three,
1f they are relatively prime to each other, are requlired

to make the prediction apparatus of the subject inadequate.
This was demonstrated in early experiments which showed

no reduction 1n phase lag or amplitude error with
considerable practice, and indeed knowledge of the
structure of the input signal by the subject. Verification
for this interestfing physiological result is contalined in

the analysis sectlion under the discussion of Flg. 23.

Both the single input frequency of interest, and its
component of the output were recorded, as shown in Fig. 16.

The phase lag between channels three and four has two

components: one due to the subject, another, to the

pointer serve and filter. The phase lag due to the

pointer servo and filter were eliminated by calibration.
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The pointer and handle servomechanisms contaln a
summing network, an electronic amplifier, a servowmotor,
and a controlled rotational element attached to the servo-
motor shaft. This rotatlonal element is a polnter on
one servo, and a handle on the other. Each servo has
position and veloclty feedback, and these two
parameters as well as the gain are individually adjustable.
The "stick dynamics" were controllable through these

adjustments.

The dynamics of the handle servomechanlsm were
adjusted so that the subject rotated the handle agalnst
a spring force of 1 inch~ounce-second per radlan. The
stiffness was an lmportant factor limlting the subjects!
response., It was not frequency-dependent, however, and
therefore did not change the form of the Bode plot. The
viscous friction was a much smaller factor, even though
frequency-dependent. It dld not contribute as much
torque as the stiffness until the frequency reached 15 cps.
The frequency responses of both servos were obtained in
the usual manner, and nelther limited the experiment or

experimental accuracy.

Predictable input and transient experiment. The

response of a subject to a suddenly applied sinusoildal input
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signal from the pointer goes through three successlve
phases. In the upper recording of Fig. 17 the movement of
the pointer is displayed, and on the lower recording, the
movement by the subject. The first of the three phases
1s a reaction time delay, and is the period between
numbers 1 and 2 along the time axis in Fig. 17. When

the subject finally makes a movement and enters into the
second, or "neurological response" phase, shown between
numbers 2 and 3 along the time axis in tig. 17, he
generally starts in the proper directicn to catch up

with the pointer. Sometimes the initlal movement of

the subject is in the opposite direction, but the subject
soon corrects himself and attempts to follow the pointer
movement. For a variable period of time lasting
approximately 0.5 to 1.0 seconds during this neurological
response phase, there is a phase lag in the subject's
following movement as well as an aunplitude difference,
generally resulting in a fairly sizeable error. The
subject, however, soon predicts the future course of a
simple sinusoidal motion and is able to phase-advance and
correct his following movement so that he eventually

synchronlzes his response with the input signal, as shown

to the right of number 3 along the time axis in Fig. 17.

It is this third or "predicted response" phase of operation
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which is the steady-state response of a subject to a
simple predictable input. Rarely does it take a subject
longer than a second or two to get into phase three and

remain there.

Unpredictable input experiment. In order to prolong

the "neurological phase'" and eliminate prediction,
experiments of the unpredictable signal input type

were performed. The top recording of Fig. 18 shows the
sum voltage of the three input sinusolds, as they appeared
at the poslition feedback potentiometer of the slgnal
input pointer. The waveform as seen by the human eye
across the stretch of graph paper, comprising 20 seconds
of time, shows certaln regularities. However, to the
subjJect who 1s concentrating on the motion of the
pointer, attempting to remain 1in coincidence by moving
the handle =-loaded with moderate viscosity and
stiffness==-, and having only instantaneous knowledge of
pointer position, the signal in the top recordlng appears

gqulte unpredictable.

The second recording of Fig. 18 shows the total

output of the subJject in followlng this complex input
signal and 1t is seen to resemble the form of the input

with some degree of precision.
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The components of the input and output signals which
were analyzed are shown in the remainder of this figure.
The third recording represents one frequency couponent
of input. The bottom recording is obtalned from The total
output by passing it through a narrow bandpass filter
set to the single frequency of the input signal to be
studied. with the data obtained from the simplified input
and output, gain and phase lapg parameters between
input and output were determined exactly as in the steady-
state responge Lo a predictable input. Thus the prediction
apparatus of Che human subjeclt is prevented {roin dominating

the physiology of the neurological response.

Linearity. An ecsential portion of the mailn

experimental design 1i1s a2 study ol the variation in

subject performance over the range of input amplitudes.

To utilize linear systemn analysis a check on the linearity
of the subject over the ranges of amplitudes of the ex-
periment is required. The experiment of I'ig. 19 shows

the effect of different input amplitudes. Again, the four
recordings are labeled as they were in the previous

figure. The central frequency component of the unpredicta-

ble input was mixed at three pointer amplitude levels,

ilOO, +59, and 0°; the central frequency component of the

output obtained in each of these conditions is demonstrated
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in Fig. 19. Notice the presence of the remnant response,
due to subject motion whilch transiently shocks the filter,
This 1s most apparent in the 0° recording, and 1ts
amplitude 1s considerably smaller than the slignal obtained

under normal experimental conditions.

Experimental data Justifying the linear approach
are displayed in Filg. 20, linearity control experiment.
Thls 1s a plot of the output amplitude in degrees versus
the input amplilitude in degrees, for three frequencies
commonly used in the experiments. These freguencies
were the central frequencies of a complex unpredictable
input for three different sets of input trlads of
frequencies. Notice that the subject's response at any
one frequency 1is llinear over a very wide range of input
amplitude. The differences in slopes for the three
frequencies indicate some of the information obtained
in the Bode plot of the subject; 1t 1s easier for the subject
to follow 0.6 cps than 1 cps, and easier to follow 1 cps
than 2.5 cps. Hence, his gain is higher at 0.6 cps than
at one of these higher frequencies. The data used in
the experiment of Fig. 20 were obtained from experiments
designed to eliminate trend effects. A rough estimate of

the variance of this type of experiment is indicated by

the scatter of the points in this figure.
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Freewheeling experiment. One further type of

experimental mode remalns to be described. In this
situation the polinter is not used as an input signal,
but the subject is asked to oscillate the handle back
and forth as rapidly as possible with varylng amplitudes

of oscillation being requested.

Figure 21 shows a set of frcewheeling mode experi-
ments of the type mentioned in the 1ntroduction to this
section. These illustrate an lnteresting fact concernilng
the human motor coordination system. 'The upper recording
shows a set of oscillations with a mean frequency which
is quite high. This was obtained by asking the subject
to rotate the handle as fast as possible, picking a
comfortable amplitude of swing. 1t was noted that the
subject alwaye let his muscles po qulte lax when doing
this experiment. This wmeans that the systen might well

be operating as an open loop bang-bang control system,

In the second recording, &the subject was requested
to oscilllate as rapldly as he could, provided always that
his hand was stiff enouzh to be able to receive a blcw
without being deflected very much from its course. In
this condition, the subject rept his aponist and antagonist

contracted against each other to a considerable degree.
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The lowest recording of this figure indicates still
another and very interesting operating mode., The subject
i1s told to keep the frequency as high as possible, in
the mode of the first part of the figure. However, he is
instructed to imagine the vointer c¢scillating back and
forth as fast as he can posgibly track it and is then in-
structed to track this imaginary pointer. The oscillation
is markedly slowed. Perhaps because of the necessity to
transmlit and process all control signals through the

imagery of the mental tracking process.

freguency Response Analvsis

Experiment. A large number of freqguenciles were

arranged in random order and the tracklng responses
of falrly well trained subjects were studied. At each
frequency the responses to both predictable and unpredicta-

ble inputs were obtained,

The ratio of the amplitude of the central frequency
component of the unpredictable input to the amplitudes of
the outer [requency components was either 1.0, C.5, or 0.0;

- + 1,70 *0 2 O .
corresponding te = 107, =5, and O respectively. Gain

and phasge lag analysis of the experiments was done immedi-

ately folloviing each run. In addition a set ol
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freewheeling experiments was performed; these represent
l1imits of the physical capacity of the hand in any

type of oscillation, whether coherent with an input signal

or not.

Analysis. The basic relationships which will be
displayed are those of gain and phase lag as functions of
frequency. A composite Bode plot is shown in Fig. 22.

The response to the predictable input hasa galn of one for
almost the entire range of frequencies studied. At
approximately three cycles per second the gain decreases
somewhat until the end of the range. However, the data
are somewhat scattered in this high Trequency end of the

behavioral range of the subject.

To delineate further the actual frequency range of
the mechanical behavior of the human hand in this experi-
ment, condition one of the freewneeling experiment is
also plotted on Fig. 22. There is, of course, no
"gain" value possible for this freewheeling, because there
is no physical input signal to the system; therefore, the
amplitude 1is plotted on Fig. 22 in magnitude figures

relative to the driven responses. It can be seen that an

almost vertical line becomes less steep at low freewheeling

oscillation amplitudes, and this line apparently represents
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the maximum performance of the hand in amplitude and

frequency.

The curve showing the response to an unpredicted
signal over this range of frequencies is markedly different
from the other two. This unpredicted response shows a
galn of one up to 1 cps and then a gradual reduction
at a minus 1 slope with increasing frequency except for
two suggestive peaks at approximately 1 cps and 3 cps.
There 1s a large area beyond 1 cps between the gain
curves of predlicted and unpredicted responses. This region
represents lncreased performance of the system due to the
prediction operation which enables the subjJect to correct
phase and gain error in his response, and so reduce the

total error.

In Fig. 23 are shown the phase data as a function of
frequency corresponding to the galn data of Fig. 22.
The upper curve shows the phase response to the predicted
signal input. The phase changes from 0° to a slight
phase advance. Above 1 cps, while the mean phase relation-
ship continues to be one of slight phase advance, the scatter

of the phase increases markedly. The cone-~shaped limits

at the high frequency end of the upper curve are crude
varlance limits of this phase behavior in the predicted

experiments.
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The lower curve in Flg. 20 represents the phase
relationship obtained with an unpredictable signal input.
Several interesting points are seen in this phase plot;
for one, the phase lag is steadily increasing with
frequency, an increase more raplid than 1s possible for a
minimum phase lag system having the gain characterlstics
of Fig. 19. Thls means the human servo has a non-
minimum phase lag element or elements, when investigated
as a linear servo. Another aspect of the phase curve
is 1ts several peaks and notches, showing irregularities
corresponding to peaks of the gain curve and confirming

the presence of these features in the gain curve,

Figures 24 and 25 show the gain and phase plots of
the unpredictable experiment for two amplitudes of the
central frequency components of the input triad. The
two zaln and the two phase lag curves are very similar,
not only in their general patterns but also in much
detail. There are small but cignificant differences
between the responses to the two amplitudes; however,
these differences 1n the gain and in the phase curves
are similar in direction. For example, the high frequency
peak in the gain curve or fthe + 50 amplitude is at a
lower frequency than the high frequency peak of the + 10°

amplitude gain curve. It can be seen that the phase
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crossover frequency 1s at a lower frequency 1n the,i 59
phase curve than in the x lOO phase curve. These correla-
tions show the data to be consistent within themselves and
suggest that the detalled features are reliable observations.
The effect of amplitude change demonstrates the presence of
some nonlinearities in the system. This is similar to

the experiment reported by Stark and Baker ( €8 ) wherein

the transfer function characteristics of the pupil

servo control system were changed and the frequency of

the high gain oscillation which represented 1ts

resonant peak was shifted in a parallel manner.

Figure 26 is a polar plot of gain and phase data
from the unpredictable experiment. This Nyquist plot of
gain as a function of phase lag has frequency as a
monotonically increasing function clockwise around the

curve.

Summar

The dynamic characteristics of the human wmotor
¢oordination system differ depending upon the physiological
state. By using complex inputs the predictive apparatus
1s eliminated and steady-state experiments can be used

to study the neurological response. A serles of linearity
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and other control experiments elucldate the limitations
and adequacies of the methods. Some of the features
shown are resonant peaks near 1 and 3 cps and both

minimum and non-minimum phase elements.
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IV. TRANSIENT RESPONSE DYNAMICS OF THE
MOTOR COORDINATION SYSTEM IN MAN

Introduction

The methods discussed in this section represent
attempts to quantitatively define the transient
dynamics of the motor coordination system in man.
A new hypothesis is suggested which separates adaptation
into two components: (1) a peripheral adaptation involving
galn settings and dynamic control of the peripheral
postural control system, and (2) a central prediction
of input characteristics and a pre-fitting of ballistic

command signals or compensation.

A study of the time domaln behavior in this section
expoges the intermittent characteristics of manual control
behavior. Iurther, i1t permits demonstration of the
time-varying and adaptive nature of the movement control
system. First, the importance of the prediction operator
is shown. Next, 1lnteractions between the eye and hand
control mechanism are seen to be intricate. Mechanical
disturbance impulse responses defining the postural
control system are demonstrated to be fitted by quasi-linear
second-order system models, while responses to visual inputs,
involving an interaction between the voluntary control sy-

stem and the postural servo, are more complex.
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Most quantitative descriptions of human motor
coordination rely extensively upon frequency response data
both because 1t is possible in those steady-state experi-
ments to maintain the control system in a quasi-stationary
and quasi-linear state, and because of the power of analytic
mathematical methods 1n the frequency domain. The aim,
however, 1s not only to approximate accurately behavioral
characteristics of the system by some analytical expression
but also to determine the underlylng neurological and
physiological mechanisms which compose human movement
control. For this purpose the time domaln shows more
clearly and rapidly the changing characteristics of the
movement control system under different experimental
operating conditions. Also, certain interesting dis-
continuous or sampled-data properties become apparent when
viewed 1n the time domain. The experimental results
referred to in this section are all based on the results

of Stark, Houk, Okabe and Willis at M.I.T.

Experimental Apparatus

The experlimental apparatus was desligned to handle
transient visual and mechanical inputs, to guantitate the

steady tenslon level and to record both responses in the

form of wrist rotation and angle of horizontal gaze of the
eyes. Predictability of the target position was

controlled and eye and wrlst movements were
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compared in order to ascertaln thelr respective roles in
vigual-motor tracklng. With the use of visual and
mechanical lmpulses 1t was possible to compare the
voluntarlily controlled movement to the subsequent damping.
Thls following phase was shown similar to the position

regulation response to mechanlcal impulse disturbances.

Experimental Method

The method of sgtudying the rotation of the wrist
of an awake cooperative subject has been described in
the previous section. Certain modifications were made 1n
the apparatus as shown in Fig. 27. Accordingly a mirror
galvanometer was employed for visual target generation,
having a frequency response flat to 80 cps when set for
critical damping and being linear over a range of * 259,

A wide range of stimull could thus be employed.

A further addition to the apparatus was a mechanical
pendulum whose position was monitored by another potentio-
meter, in addition to the one measuring the response of
the subject and the rotation of the wrist. It delivered
impulses of torque to the handle shaft and thus to the

subject's wrist.

b



Travel and rebound angles, length and weight of the
pendulum, and elasticity of impact determine the input

energy injected into the system.

For measuring voluntary tension, the height of the
mercury column controlled by a sphygnomanometer cuff

attached to the forearm was used.

A number of experiments comparing eye and hand movement
were performed. Direction of gaze of the subject was
monitored by a palr of lamps and photocells connected in
a bridge sc as to produce an output voltage proportional
to differentlal area of the sclerae on either side of
the iris. The method has been described in a recent paper

on eye tracking movements (74 ).

Experimental Results

Sguare wave experiments. The importance of suffi-

clently controlling those characteristics of the input
signal which make it either predictable or unpredictable
has been experimentally demonstrated for both the hand

and the eye tracking control system (71)(74). The following

experiments were designed to study these input characteris-

tics and some of the iInteractions between hand and eye

movement.
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The experimeﬁtal records such as those of Fig. 28
show a subject responding to an unpredictable step change
in target position. In addition to time functions as
shown in Fig. 28, several other displays of system behavior
were obtained. These include sequential patterns of res-
ponse times as in Fig. 29, histograms of response tlimes
in Fig. 30 and median response times as a function of

frequency of input square wave in Fig. 31.

When the steps are unpredictable or when the period
between steps is apparently too long for predictions to
be attempted, response times show an average value of
approximately 0.25 seconds (Figs. 28a, 28b, 30a, 30Db).
If the time interval between target Jumps is reduced
and if dynamical characteristics of the mechanical
system -=(muscles, loads, apparatus)-- permit rapid
following movements, then the responses often show effects
of prediction. Prediction can be observed most simply as
a diminution of individual response times as in Figs. 28D,
28¢c and 28f, as well as in the medlan response times shown

in Fig. 30c.

A negative response time sometimes occurs if the
subject anticipates the target jump, Furthermore the
negative response time may be large enough to permit

the subject to arrive at the new target location before
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the target does, even after allowing for time of actual
movements; thils is termed "over prediction". The
sequential pattern of response times in fig. 29 shows that
there is no consistent trend effect (after initial
transient) in these changing response times but rather
an irregular series of delays (positive response times),
reduced delays and slight anticipations (predictions),
and larger anticipations (over predictions). The
dependence of median response time on frequency of
repetitive square wave pattern is shown in Fig. 31.
Prediction is the rule at fhe higher frequencies.
Eventually at a certain point, the dynamics of the wrist
and unloaded apparatus prevent accurate determination of
response time even with the use of derivative of input

and output as demonstrated in Fig. 284.

Observation of the subject's eyes during hand tracking
indicated that eye movements occurred when the hand is
tracking a square wave target motion with a frequency of
1.3 ¢cps and an amplitude of + 10° or X 20°, However, the
hand 1s still able to track at 2.5 cos, while the eye
appears stationary. It appeared thaft the hand system

could operate in a higher frequency range than the eye

movement system, suggesting that eye tracking is not a

pre~requisite for hand tracking.
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Eye-hand comparisons. The eye muscles have considerable

power with respect to their constant load, the eyeball, and
show faster rise times than the hand when tracking rapidly
alternating signals as shown in Filg. 32. Examples of eye
and hand responses both recorded simultaneously to
irregular steps and slower regular steps are also
11lustrated in Fig. 32. For these lnputs the eye has
shorter response tlmes than the hand. At moderate
frequencies (0.7 to 1.0 cps) the hand develops prediction
faster and to a greater extent than the eye. At higher
frquencies (1.2 cps) the hand shows conslderable prediction,
while the median eye response time begins to lag (see

Fig. 30c¢, 31 and 32¢).

At low frequencles there 1s some correlation evident
between eye and hand response times as is shown in Fig. 32,
However, at high frequenciles, the eye may spontaneously
stop moving without notlceably interfering with hand
tracking, as clearly demonstrated in Fig. 33. The target
swing was % 20° in this experiment. The trlangular points
in Flg. 31 are data from wrist tracking movements while
the eye was held statlonary, agaln showing hand movement

Independent of eye tracking movement under these experl-

mental conditions. On the other hand, hand movement

clearly and consistently seems to ald the eye tracking
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movement control system. Flgure 33b shows a typlcal
example of improved eye movement performance when hand
tracking occurs. Simllarly, deterioration of performance
is noted when hand tracking is stopped as the result of

an instruction to the subjJect.

Impul se response experiments. Experiments were

performed in order to attempt to quantitate the mechanical
state of the poslition control system of the wrlst and the
ability of the voluntary tracking system to reproduce

impulses of visual target motion.

The mechanical system of the pendulum, apparatus and
forearm for these lmpulse response experiments are
represented in the mobility analog of Fig. 34. With the
use of equlvalent second order systews for the apparatus
and the wrist with all elements 1n parallel, subtraction
of the equlivalent admittance values of the machine from

the respective values of the total response i1s permitted.

The mechanical impulse response (hm(t)) of the wrist
seems to be well fitted by a simple underdamped second order

eqﬁation as shown by the examples 1ln Flig. 35. Approxlmate

values found for the equivalent mechanical parameters of
wrist rotation are: inertia: J = -0.5 x 10'4 newton-meters-

..1 -
seconde-radians s vlscosity, B= 1.5 x 10 3 newton-meters-
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second—radian-l; and elasticlity, K = 2.0 x 10-2 newton-
meters-radian~l. The negative value for inertla is the
result of subtracting two larger values and is not

believed to be signiflcant.

The characteristics of the response (hv(t)) of the
wrist to an impulse of visual target movements are more
complex, as shown in Fig. 35b. It is postulated that
hv(t) has two phases: the first, conslisting of the time
delay and the filrst overshoot, 1s consldered a visually
driven response. After a transition period, the second
or "follow=-up" movement, hf(t), 1s considered to be
controlled by the postural reflex loop attempting to
bring the hand to rest. Thus it 1s only this second
portion, hf(t), that i1s comparable to the mechanical
response. However, only 30% of the hv(t) records
yielded hf(t) portions that could be reasonably described

by a second order fit, and even these data show conslderable

scatter.

Effects of tension on impulse responses. Striking

effects were obtalned in freewheelling experiments as
shown in Fig. 36 with change in subject set, especially
wlth change in tension set to control expected impulse

dlsturbances that occurred randomly. In order to further
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quantlify the behavior of the control mechanism for
movement and posture, the lmpulse experiments were
conducted at a variety of levels of tenslon. Five
different levels of tension produced smoothly graded
response characterlstics from most relaxed to most

tense states.

The most striking effects were the decrease in
amplitude of hm(t), the mechanical impulse response
with tenslon; thls was accompanied by an increase in
ringing frequency as can be seen by comparing Figs.
35a and 35c¢. Similar effects were shown 1n several
hundred experliments on about six subjects., Figure 37
shcWs a plot of the varlation of the equivalent mechanical
parameters J, B and K as a function of tension. K 1is a
strong functlion of voluntary tenslon, while B 1increases
only slightly with increase in tension; as before, values
of J are small, the results of subtracting two large

values, and are not belleved to be significant.

The poles of the equivalent second order system are
at s =-%x% Jwgy where ¥ and w4 are the real and
imaglinary components of the complex poles. The effect of
tension on the system is shown in Fig. 38 by the locus of
upper half plane poles. The principal effects of an
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increase in voluntary tension on the hm(t) equlvalent
second order system are an increase 1ln absolute bandwidth
and a slight decrease in damping constant. When J, B
and K parameters are determined for hf(t) portions of
h,(t) and the pole configuration computed it is seen

that the pole path as a function of tension is rather
similar for he(t) and hm(t) (Fig. 38). Considerable
scatter in hf(t) poles can be noted. The principal
correlation of the hf(t) equivalent second order system
with increase 1n voluntary tension 1s increase in

absolute bandwidth.

As discussed above the response hv(t) of the eye-
forearm rotation system to a visual impulse is considerably
more complex than the response hm(t) to a mechanical
impulse, and only the "follow=up" portion hf(t) was
compared to the mechanical response. Nevertheless, for
both visual and mechanical response, Figs. 35b and 354
show that the same quallitative changes appear wlth
increase in tension. When the hv(t) curves are
parameterized as to (a) number of ringing cycles;

(b) average ringing frequency; (c) amplitude ratio; and

(d) time delay, all as a function of tension, it can

be noted (see Fig. 39) that similar changes (b), or lack
of change (a) and (d), occur with both hy(t) and hy(t)

responses. Time delay 1s, of course, zero for hm(t).
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Little change in amplltude or shape of the 1initial
portion of hv(t) or in the time delay is seen as a
function of tension. It was felt that unpredictable
changes of target position were not fully accomplished
in this experiment, because the target pulse was always
of constant width, amplitude and duration. With the
removal of these restrlctlions lnteresting phenomena
appeared relating to earlier studles on psychologilcal
refractory period and to sampled data approaches tc these

neurologlcal control systems.

Sampled data characteristlics. Recent studies have

suggested that the eye movement trackling system can be
treated as a sampled data system (84 ). For present
purposes 1t 1s sufficient to realize that the discrete
nature of sampled data systems 1= simllar to the notion
of a refractory period, a common phenomenon in neuro-
physiology. Other discontlnucus control systems such as
quantized systems have propertles in common with sampled
data systems, and indeed the hand movement system demon-

strates characteristics of quantization as well.

When slowly moving ramps are used as input target

signals, and the subJect tracks thls input with a device

that offers very small mechanical impedance, a response
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similar to that of Fig. 40 occurs. The output response
conslsts of step-llke changes in position which occur with
irregular intervals and amplitudes. The output signal
rotary motion transducer had an effectively infinite
resolution, and neither friction nor any other component
of the mechanlcal impedance of the transducer was of
suf'ficient magnitude to play an important role in the
dynamics of the system. Early studles utilizing this
input suggested that the known sampled-data properties

of the eye tracklng system were possibly related to these
stepllke responses but recent experiments have

failed to confirm this conjecture (50).

When pulses of varylng wldth are used as 1input target
signals and are presented irregularly 1n time, a response
similar to that shown in Filg. 4la is obtained. Delays of
approximately 150-250 msec before the rapld response
motlions occur for both leading and tralling edges of
the input target motlon. This delay 1n response has
several components in addltion to nerve conduction time
and 1s sometimes called the psychologlcal refractory
period. When a pulse of extremely narrow width 1s supplied
unpredictably as an linput target motion, a normal delay

oceurs before the response movement to the leadlng edge of

o7



-
Ea

the input motlon, as shown in Fig. 41b. However, the
response motion to the trailling edge of the input motion
has a much prolonged delay, 400 msec in the case illustrat-
ed in Fig. 41b. This prolonged delay can be accounted

for as a normal refractory perliod that starts after the
initial response motion, rather than belng triggered by

the trailing edge of the input target. This behavior would
be characteristic of a type of sampled-data system. Con-
trast this widened response to a short pulse wlth the
rather narrow responses of Figs, 35b and 35d. Here the
pulse is unpredictable only 1in time of occurrence. The
subject knows that any dlsturbance would be a short pulse
and accordingly pre-programmed a double sequencse of
movements to match the short pulse when triggered by the
appearance of a disturbance. Simllar evidence has been

shown for the eye movement control system.

For a motor coordination sampled-data system with the
transient responses shown in Figs. 40 and 41, the
frequency response to wide bandwidth inputs demonstrated a
peak at one-half the sampling frequency, (or at approxi-

mately 2-3 cps for sampling intervals 0.16 to 0.25 secs),

as well as an absence of coherent trackling characteristics
at frequencles greater than this peaklng frequency. There

exlsts very llittle experimental data that clearly support
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the occurrence of this suggested peaklng frequency, since
most of these experlments have used 1input bandwidths with
eilther much lower frequencles than 3 c¢cps or else too
little power at these higher frequencies to obtailn
effective responses necessary to demonstrate the peak.
Bekey ( € ) in the most complete study of sampled-data
properties of the manual tracking control system, was
able to show peaklng at sampling frequencies only 1n
spectral curves of error. However, Stark, Ilda, and
Willis ( 71) have described steady-state frequency response
experiments that were not limited by these undeslirable
input spectrum characterlstlics and showed clear peaks

in gain 1n the 2-3 cps reglon.

This clearly defined peak in the response spectrum
supports the translent data and the 1dea that the human
motor coordination system can be treated as a sampled-data
control system. The various discrete models based on these

observations are reviewed in Section V.

Dlscussion

Processing retinal information 1is clearly an early

operation in hand tracking a visual target. Thls same
information 1s necessary for eye movement control.

Comparison and contrast of the eye movement control
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system with the manual control system shows some surprising

results.

First, the manual system can track rapidly alternating
target movements of a repetlitlve predictable nature to an
octave or two hlgher frequency than the eye, in splte of
the much lower bandwidth of the output elements. The
hand has a natural frequency,w, = 40 radians/second while
the eyeball has a natural frequency, w , = 240 radians/
second. Evidently the contrel and predictive apparatus
for manual control 1s more effective than that for eye

movement control.

Second, eye movement 1s not necessary for hand
movement in spite of the rather large amplitude, . 10°
and 1.200, tracking signals in the experliments. Clearly,
focal fixation of the target is not required for the order

of accuracy obtalned in these experiments.

Conversely, the physical movement of the hand appears
to reinforce the target signal input to the eye movement
system so that adequate eye tracking may occur in borderline
reglons 1f the hand is tracking and may not occur if the
hand is still. This evidence supports the contention that
manual control dynamics are of concern here, and not some

limitatlon secondary to eye movement control. Of course,
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visual processing 1s stlll an integral part of the experi-
mental conditions; 1t could, of course, be eliminated by
proprioceptive tracking, one hand passively moved and the
other tracklng this motion, or perhaps by audltory lnput

slgnals.

The neurological control system for motor coordination
has been discussed 1n terms of two signals competing for
control of the output elements. These output motor elements
are the "final common path" of Sherrington (63 ), the
alpha motor neurons and the muscles they control. The
first of the competing signals 1s that carried by the
feedback path of the position control system, the Ia
afferent neurons from the spindle receptor system. The
second of the competing signals 1s that carried by the

corticospinal pathways subserving voluntary movement.

The two types of impulse inputs presumably test the
state of the shared control of the alpha motor neuron. The
mechanical lmpulse response, hm(t), has no associated time
delay and thus tests the galn and dynamics of the postural
or position servoloop. As such it is similar to the
classical tendon jerk of the clinlcal neurologlcal
examination. Recently this system has been studied by

simulation techniques ( 26 ) and the representation here
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includes two important non-linear dynamlcal systems, plus
time delays for nerve 1impulse conduction and a variety of
saturation and asymmetrical elements. That thlis can be
adequately represented by an undamped, linear second
order system 1s indeed a tribute to the power of these
simple analytic tools. The apparent spring constant

of the hand 1s determlned by the galn of the position
servo, since restoring force 1s proportional to displace-
ment error. An lmportant non-linearity of the spindle is
an increase in slope of the 1nput-output curve with
increased input, elther by external stretch or by gamma
motor neuron stimulation of the intra fusal fibers ( 26).
As a consequence increased gpring constant is predlicted in

the experiment wlth increasing tenslon.

The visual impulse response, hv(t), appears %o be
a time-delayed pre-programmed control signal, probably
corticospinal 1In route, which 1s followed by a return to
the postural control system with dynamlics predictable by
the hm(t) experiments. hf(t) and hm(t) have a similar
dependence on tension. Evidence for the ballistlc pre-pro~
grammed input comes partly from the marked dilsparity
between the second order model of the postural system and

the initial portions of the hv(t). More striking are
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the results obtalined when the duration of the pulse 1s
made unpredlctable as in the sampled-data experiments.
Here a clear refractory period of about 200 milliseconds

1s demonstrated, certalinly unrelated to the second order

dynamics.

In the freewheellng experiment the competitlion between
the voluntary control and the postural servomechanism
is 1llustrated. With increase in mental tenslon while
the subJect 1s awaiting a random disturbance, the fre-
quency of osclllatlon in successive movements l1s markedly
diminished; the continual activation of the postural servo
means that antagonists are of course actlve, and degrade
performance. However, little evidence for reduction 1in
amplitude of voluntary tracking or for increase in
response time 1s noted in these somewhat predlctable

impulse experiments.

The sampled-data experiments are rather convincing
on the basis of the prolonged pulse response, the peak
in frequency response, and the lrregular positional
correctlions for slow ramps. The results are especlally
relevant to the problem of eye and hand 1nteraction. It
has been firmly established that the response to

unpredictable inputs by the eye tracking control system
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can be well predicted by a sampled-data model (83).
However, such phenomena as the irregular multiple step
responses to a slow ramp are independent of visual
tracking. Further, the sampled-data control system for
the eye appears to be both position and veloclity conftrol
while the manual tracklng sampled-data seems to be only a
position control system; thus lndicating rather different

origins of the control signals to these two complex

motor outputs.

One point of interest is the distribution of response
times for hand tracking of unpredictable targets (Fig. 30a);
a narrow quasl-gausslan distribution with a mean of
0.24 msec. This indicates that the sampling times are
not clock driven, but rather input synchronized; with some
random deviations from mean response time ( 86). If
they were clock driven one would expect a rather square
distribution from one sampling time to two sampling times
with perhaps some additional random variation around this
square distribution. The clock driven distribution
predicted by Wescott and Lemay ( 37 ) 1s clearly not

found under the experlimental conditions reviewed here.
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Summary

Since the visual system 1s part of the tracking
situatlion, the control of eye movements and hand
movements were studled by comparing simultaneous measure-
ments. It was seen that whlle the load dynamics of the
eyeball were less restricting than the 1lnertia, viscosity,
and elastic resistances of the wrist, the hand was better
able to follow repetitive square wave patterns at high
frequencies (1.5 to 2.5 cps) because of its wider band-
width control apparztus., Further, i1t was apparent that
eye movement did not aid hand movement, but rather that

hand movement helped eye movement at high frequencies.

Mechanical impulse responses, hm(t), testing the
postural control system, were compared with visual impulse
responses, hv(t), testing the voluntary tracking system.
The former 1s well approximated by an equivalent second
order underdamped system. The latter has two components,
a visually driven 1initial response and a follow-up
portion, hf(t); only the hf(t) is at all able to be

approximated by a similar underdamped second order system.

On changing steady background levels to tenslon both
hm(t) and hf(t) show dynamical changes in the direction

of increased bandwidth with lncreased tensilon.
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Flnally, certaln experimental evidence for sampled-
data properties of the hand movement system is put

forward.
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V. DISCRETE MODELS FOR MANUAL TRACKING

Although the presence of intermittent behavior in
manual tracking has been noted for many years,
1t 1s only recently that a concerted effort has been made
to develop discrete models for the human operator. The
motivatlon for thls research has been three-fold. First,
the research in quasi-linear models has reached the point
where the gross characteristics are quite adequately
described for a wide variety of tasks, and attention can
be focused on the fine structure of tracking. Second, the
widespread use of aﬁalog and digital computers permlts
real time simulatlion of models that might be too complex
for analyslis. Filnally, the development and dissemination
off the theory of sampled-data systems and the assoclated
use of the Z-transform, originally developed for digltal
computer techniques, has enabled engineers to treat

many discrete systems on a simple analytical basis.

Although many types of experiments have been brought
to bear in forming the case for discrete or sampled~data

models for manual tracking, most of them can be reduced
to one of two closely related sets of observations. The

first of these 1s the presence of Iintermlttent corrections

by the operator in tracking a continuous signal. Most
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of these corrections are separated by intervals of

0.2 to 0.6 seconds, indicating that at least a portion

of the operator's output results from a discrete process
leading to sudden ballistic movements. The result of

this intermittency is to provide output energy in the
frequency range of 1-2 cps, and peaks 1In this range are
observed in Fourier analysis and power density spectra ( 6 ).
Notice that quasi-linear models can contaln at thelr output
only those frequency components present at their input,

and therefore this "sampling energy" is included as part of

the remnant.

The second body of evidence concerns the psychological
refractory period, which describes the inability of the
human operator to make two successive responses to
discrete stimuli in an interval less than this refractory
period of approximately 1/2 second. This behavior suggests
a sampled-data model, which can process sensory information
or perform output only at certain periodic intervals.
Notice that for any quasi-linéar model the response to
successive stimull would be the superposition of responses
to each individual sfimulus, and could never match the

refractory delay.

The assumption of a discrete model does not imply

that there are no continuous portions of the response. It
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merely requires. that some portion of the response or 1its
derivatives be determined by a discontinuous operator. This
point is emphasized in the early article by Hick ( 21 ):

It is suggested that the notion of discontinuity in
the human operator may usefully refer to changes in
the characteristics of his behaviour, not necessarily
sudden, but such as to indicate separate points be-
tween domalins where different continuous functions are
reasonably applicable., For instance, a characterisa-
tion which shows perlods of constancy interspersed
with periods of change may be placed in thils class.
Historically, the first sampled-data model for manual

tracking to be developed and tested was by Ward ( 79 ). This
model, as redrawn by Bekey ( © ) 1is shown in Fig. 42. Al-
though thls model contains sampling circults of 0.5 sec
period and a hold circuit, both of which are common to all

later models, 1t does not perform very well quantitatively

in matching elther time or frequency domaln data.

Bekey's Model for Manual Tracking

Bekey, in his sampled data model, recognlzed that the
specification of the type of hold circuit follbwing the
sampler is of great importance. (A zero order hold

-Ts
(1 - e * ) keeps the output signal constant between
samples. A first order hold [(1 + Isy(l= e'TS)QJ
S 8
updates the output at each sample instant and imparts to

it a rate equal to the average input rate over the last
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interval. See Fig. 43.) His proposed model of the

human operator tracking a random input in a compensatory
loop is shown in Fig. 4i4, KE represents the simple gain
of the external controlled element, K is the operator

gain and TN the neuromuscular time constant as used

in quasi-linear models. The switch represents the sampler,
which takes an instantaneous sample of the error every

T seconds and transmits it to the hold circuit.

Usling only the frequency domaln characteristlics as
a criterlon, Bekey found that the first order hold was
more appropriate than a zero order or modified first
order. With a first order hold he was able to
reproduce the "sampling peak" in the error spectra and
still give a low frequency flt which approximates that

of the quasi~linear models.

An example of the fit to the experimental data for
the spectral density of the operator's response ls shown
in Fig. 45. The continuous model is a simple quasi-linear

one of the form
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in which the gain KHE’ delay D, and lag time constant f[c
are adjusted for a best fit with the power spectrum. The
discrete model sampling period (T) was selected to be

twice the frequency of the peak in the experimental spectrum,
and the delay (DS) was chosen so that the sum of D  and

the effective delay of the hold circult was made egual

to the continuous model delay, Dc.

In the example shown in Fig. 45, it 1s seen clearly
that the sampled-data model approaches the continuous model
spectra and that both are good fits to the data for
frequencles bhelow 5 rad/sec. Between 5 and 10 rad/sec,
however, only the sampled model exhibits a "sampling
peak"” to match the relative increase in actual output
power. Notice that thls range 1ls at frequencies generally
consldered too high for true manual tracking, even though

hand movement may show frequency components that high.

For the record shown the sampling period was chosen
as T = 0.33 seconds to match the peak at 1.5 cps. DS was
required to be -0.06 seconds to keep the total delay equal
to Dc.

The existence of negative DS implies, strictly
speaking, a predictive mechanism to overcome the delay

inherent in a first order hold. A probable explanation 1is
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that the veloclty estimate, in a first order hold, based
on the difference between the two last samples, is not a
correct description. Since veloelty can be sensed
dlirectly, it is llkely that a more recent sample of
veloclity is used to compute response rate, thus implying
less delay in the hold c¢ircult and eliminating any

requlrement for a pure predlctor.

The chief value in Bekey's model is the demonstration
that a sampled-data model naturally accounts for the peak
in output spectra and that 1t ylelds low frequency fits
which are as good as the continuous quasi-linear models.
The limitations on the model are that i1t was used to
match only those results for which 1t was designed.

Thus the location of the peak 1s forced to be matched by
selectlion of T. Quantitative evaluation of the model
in the time domalin and in response to a variety of

deterministic lnputs would have been very valuable.

Lemay and Westcott "Velocity Triangle" Model

At about the same time that Bekey was developing a

sampled data model based on the intermittency 1ln continuous

tracking, workers in England were investligating discrete
models starting with the psychological refractory period

and the shape of the manual step response as a basis.
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Lemay and Westcott (37 ), following the work of Wilde
and Westcott (80 ), proposed a discrete model based on
the step response, and extended it to cover the case of
tracking a continuous random input. They observed that
the fundamental "ballistic movement" of quick hand move-
ments is in the form of a velocity triangle. Such a
dynamlc shape could easily result from a programmed
force of full positive followed by full negative, acting
on the pure inertia of the arm. A straightforward means
of simulating such a step response, consisting of a

pailr of parabolas yielding the correct magnitude of
hand movement, is shown in Fig. 46 (37). It is
Interesting to observe that such a response 1s the time

optimal one for the situation of limlted avallable force.

To incorporate the velocity triangle concept and
account for reaction time and refractory time, the
discrete model of Fig. 47 ( 37 ) was developed. This
model uses two asynchronous samplers of the same period
to produce the desired reaction time and velocity triangle
hand movement. "The muscle mechanism" 1s merely the
positive~negative force program shown previously in
Fig. 46. This model produces responses to step inputs
which approximate those produced by the human operator.

The step response can be made to overshoot slightly and
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return to zero, as often observed in human responses,

silmply by increasing the gain of the samplers above unlty.

In comparing this model wlth other sampled data
models, 1t should be noted that the samplers are "free
running" and are in no way synchronized to the occurrence
of a step input. As a result, the reaction time shown by
the model 1s uniformly distributed over the range between
one and two sampling periods. As the authors point out
the actual distribution of human reaction times is not
uniform but rather peaks about an average value. Other
studies show this average value to be approximately

0.3 seconds. (See Fig. 30, for example.)

As a reasonable test of thelr model developed for
step inputs, Lemay and Westcott proceeded to compare
thelr model with the human response in tracking a continuous
random input signal, simlilar to the type used by Bekey,
Elkind and others. As might be expected from previous
attempts to match both step responses and continuous
responses with the same model, the straightforward attempt
falled. The step response model introduced too much
phase lag for the continuous tracking. The authors then
reasoned that in tracking a continuous signal the human
operator is able to make use of the error veloclty as

well as error position, thereby introducing lead into the
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system and reduclng fthe apparent phase lag of the response.
They therefore modified thelr model by the additlion of the
lead network preceding the sampled data model as shown

in Fig. 48 (37 ). The best correspondence between model
and human operator outputs were obtained with the

following values of proportional and derivative gains:

a = 0,2
b = 0.52

These values of a and b, which indicate that the
human operator relies heavlily on error rate in programming
his "pasic hand movement", are not in agreement with the
values which would be produced by an optimum controller
as Lemay and Westcott point out. It is also worth noting
that for this task of controlling a simple gain type of
plant the quaslilinear studies show that the human adopts
very llttle lead and approaches a pure integrator plus
delay (40 ). It can only be assumed that the necessity
for lead, which Lemay and Westcott attribute to the
ability of the human to predict the signal in a contlnuous
case, 1s indeed necessary to overcome the excessive delay

resulting from straightforward transfer of a step response

type sampled data model.

Wlth the lead network predictor the discrete model for

tracking continuous inputs achieves 87% correlation with
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the actual output in one case quoted by Lemay and Westcott.
Of more interest, however, is the abllity of this model
incorporating the velocity trlangle concept to match the
operator's output velocity in such a tracking task.

Figure 49 is an example of the good correspondence between

operator and model velocity (37 ).

The Lemay and Westcott model has as 1its most signifi-
cant contribution the demonstration of the ability of
a sampled data model to reproduce some of the more
significant aspects of the human operator's tracking in
both response to discrete inputs and continuous tracking;
a task which has presented workers in the field with some
difficulty for many years. The details of their model,
especially the use of two asynchronous samplers to
achieve the desired output waveform, and the simple

introduction of a predictor network, seemed somewhat

artificial.

Young'®s Model for Eve Movements

Although not directly bearing on the problem of
discrete models for manual control, the sampled data

model proposed by Young for human eye tracking movements

1s introduced at this point because of its role as a

basis for manual control models to be discussed below (83).
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In the visual control system the task of the servomechanism
is to point the central axis of the eye at the target of
interest and follow the moving target so as to maintailn
the lmage on the central portion of the retina. It has
long been recognized that there are two different types of
eye movements used in this tracking movement. The
saccadic movements are the rapld Jerks which serve to
bring the eye quickly onto target and reduce position
errors. There also exlsts pursult movements, which are
slow smooth movements presumably used to allow the eye

to follow slowly moving targets and maintain zero velocity
error. The intermittent nature of eye movement tracking
1s more readlly apparent than in the case of manual track-
ing. Since the moment of inertia and effective friction
of the eyeball 1is very small in comparison to the

powerful mﬁscles which turn it in its orbit, all abrupt
changes 1in force level are immediately made apparent by
relative discontinuities in eye position or velocity.
Furthermore, since the "plant dynamics" and effective
mechanical impedance of the load are unchanged in the
normal course of events, the underlylng control logic in

the eye movement servomechanism is more easily explored.
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The evidence for discontlnuous control in the eye
movement system is similar to that which has been
discovered and proposed as evidence for discontinuous
control of manual tracking. The psychological refractory
period 1s observed in eye movements, wherein the system
response to a target pulse of less than 0.2 seconds
duration is a pair of equal and opposite saccades
separated by at least 0.2 seconds. An equivalent
phenomenon apparently occurs in pursuilt tracking as well,
since experiments with constant target acceleration indicate
that the eye velocity changes in rather discrete jumps
at 0.2 sec intervals with position. The "sampling peak"
referred to by Bekey in manual tracking 1s also even more
noticeable in the eye movement frequency response to a
random continuous input. A marked peak in gailn of the
eye movement system appears in the viecinity of 2.5 cps,
which is consistent with a sampled data system operating
with a sampling period of 0.2 sec. When the eye movement
system 1s operated in an effective open loop tracking
situation the sampling characteristic of the system is
made very evident. The open loop response to a step

input is a staircase of equal amplitude saccadic Jumps

separated by approximately 0.2 sec intervals.
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The Young model for eye trackling movements 1s based
on a 0.2 sec sampling period and the assumptlion of two
separate systems in the forward loop; the smooth pursult
gystem actling as a velocity tracker and the rapid
saccadlc system acting as a positlon servo. The model 1s
shown in Fig. 50 (86 ). The limiter and saturation
element in the pursuilt loop reflect the observatlion that
pursuit movements only operate between 1O/sec and 250/sec.
For greater velocity errors the eye movement system uses
a series of rapid saccadic movements. Use of a discrete
hold for rate estimation 1s a mathematical convenience

rather than any reflection of the actual calculatlion

of error rate.

This model correctly predicts the principal character-
istics of eye movements both in terms of freguency response
and transient response to deterministic lnputs. In
addlition the validity of the model 1s supported by its
ability to predict the experimental findlings for tracking
under conditions in which the effective visual feedback i1s
varied over a wide range. The stability of the eye move-
ment system as this feedback 1is varled is also correctly

predicted by the baslic sampled data model.

The principal influence of Young's model as it effects

manual control research was to encourage other investigators
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to look for the equivalent of a "pursuilt loop" for

velocity tracking in the hand response.

Navas' "Motor-Sampling" Model for Manual Tracking

Building on the background of the Bekey, Lemay
and Westcott, and Young models principally, Navas
conducted an investigation of the nature of intermittency
in manual tracking (47 ). One of his major points of
investigation centered about the question of whether the
discrete nature of the operator's output was the result
of a regular or almost regular samplling phenomenon or
whether it resulted from a quantization phenomenon in
which a discrete event took place each time the error
exceeded a quantization level. The other central theme was
a search for a velocity sampling path similar %o the
pursult path described in Young's eye movement monitor.
In his medel Navas incorporates much of the Stark-Houk
model for the motor coordination system dilscussed 1n some
detall earlier, and leans heavlly on the physlologilcal
evidence for sampling in the motor coordination system.
The experimental investigation conducted by Navas covered
both frequency response for tracking of continuous inputs
and investigation of transient responses to deterministlc

inputs. Hlis most interesting results were in the area of

80



transient responses. The task he dealt with was essential-
ly a pursult task, with both input and response dlsplayed,
in which the subject was instructed to try to reproduce
the 1nput, rather than merely minimize the error or rms
error as 1s generally the situation. He was then able to

conduct limited open loop experiments in which the

subject's response was dlsplayed but also moved the target
by an equal distance so that the displayed error between
response and target was unchanged by the response.

Figure 51 ( 47 ) shows the experimental set up for dolng
open loop tests (g = 1). The set up of Filg. 5la 1is

similar to that used by Young and Stark (86 ). In Fig. 51b
the slituation 1s further broken down into two inputs to

the human operator, ks, representing the pursult tracking
branch and kl/é representing the compensatory branch,
Including an assumed 1integration in the central nervous
system. Uslng thls open loop configuration Navas was able
to explore the basic step response of the forward loop of
the manual control system by putting 1n low frequency
square wave 1nputs. Some of the results are shown Iin

Fig. 52 (47 ). The open loop response to a step input,
corresponding to a constant error observation, 1s a rather
regular staircase of "basic response motions". These basic
motlions resemble the velocity triangle, double parabolic

movements descrlbed by Lemay and Westcott. The period
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separating the. initiation of successive "saccadic"
movements 1s approximately 0.4 seconds, and, Just as in
the case of the eye movement system, lends strong backlng

to the intermittency hypothesis for manual tracking.

The second set of lnteresting experiments performed
by Navas investigate the abllity of the human operator to
follow a constant velocity target with a simple galn as the
plant dynamics. Among Navas' conclusions were the follow-
ing: 1) Little evidence for sampling 1s seen when the
input is predictable, such as a triangular wave, however,
the sampling phenomena is quite apparent for unpredictable
constant velocity inputs. The sampling rate of approxi-
mately 2.5 c¢ps 1s falrly independent of ramp velocity,
thereby supporting the theory of a sampling intermittency
as opposed to a quantization phenomenon. 2) A velocity
servo, equlvalent to the pursuit loop in the eye movement
control system, was not apparent. Navas based this
conclusion on a single series of experiments in which no
interpolation was noted between samples. Examples of
such tracking are shown in Fig. 53 ( 47). It should be
pointed out, however, that in order to bring out this
discrete type of tracking without any smooth interpolation
between the basic hand movements, Navas had to add consider-
able friction and 1lnertia to his control stick. With a

control stick which was primarily spring restralined, Navas
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achieved the results shown in Fig. 54 (47 ) for tracking

in similar type inputs. Thls tracking shows considerable
smooth interpolation and constant veloclty segments between
the basic double parabola type relative dliscontinuities, and
are similar to the results generally found. Since the
presence or absence of a pursult tracklng type of veloclty
servo seems dependent upon the force-displacement
mechanical impedance of the control stick, rather than
reflecting any baslc logic 1n the central nervous

system, it is difficult to accept Navas' conclusion that

no velocity servo exists, and consequently his development

of a model on that basis.

The sampled data model proposed by Navas 1s shown in
Fig. 55 (47 ). Note that this model is hypothesized
primarily for pursult tracking although most of the features
follow automatically for the compensatory tracking case.
The sampling is not free running, but is triggered by the
first error exceeding the dead zone, as 1in the case of the
Young eye movement model, but in opposlition to the Lemay
and Westcott model. The sampling rate is to be variable
and adaptive although the mechanism for this variabillity
is not specified. The sampling takes place 1n the motor
end of the tracking system and is associated with the
opening and closing of the propriloceptive loop at the

alpha motor neuron. The model acts to clamp the arm in
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posltion to the proprioceptlive loop except for brief
perilodic sampling intervals when the required corrective
signal, alpha, 1s sampled. Following the appropriate
corrective movements the spindle feedback 1s restored

and the arm 1s clamped to a new position. The role of the
central nervous system 1s represented by the delay

e 792° 414 the integration k,/s. The model exhibits
increasing galn over a range of frequencies above

0.5 cps, which 1s in general agreement with results found

for pursult tracking, allowing a certain amount of

prediction of the input.

The various latencles involved in the model are

tabulated below:

Visual latencies td1 = 40 milliseconds.

Impllicit central nervous system and alpha
motor neuron delay times - 165 milliseconds.

Conduction time td2 = 15 milliseconds.
Contraction time td3 = 30 milliseconds.
Total delay for basic movement and response
total = 250 milliseconds.
The swlitch at the alpha motor neuron 1s assumed to be
connected to ground, opening the proprioceptive loop
for 20 milliseconds every 250 milliseconds. The model

does not lend 1ltself to a simple sampled data analysils.
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The model proposed by Navas descrlbes in a qualitative
manner the pulse and step responses under both closed

loop and open loop conditions of pursult trackling. It

also describes the 1deallzed ramp responses, which

show no interpolation, and offers a falirly good qualitative
approximation to observed frequency responses including

the appropriate spectral peak at about 1.5 cps. The

average sampling rate of 3 per second 1s approximately

the same as that arrived at by most other investigators.

His case for ruling out of guantization in favor of

sampling 1s well documented, however, the evlidence for

the lack of any veloclty servo even in the case of

pursult tracking of unpredictable inputs 1s questionable.
His efforts at correlating some of the more interesting
servoanalytic test technlques with advances that have

been made 1n the control descriptlons of the basic

muscular motor coordinatlion system are quite lnteresting and
represent effort in an area that has been largely overlooked
in the bridge between the engineers and psychologists on

one side and the physiologists on the other.

Elkind's Two Channel Discrete Model

Elkind et al. (13 ) have proposed a sampled data
model for the human controller based on features of the

Young eye movement model and the Lemay-Westcott manual
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tracking model. It includes the two channel, pursuit-
saccadlic control logic proposed by Young for eye
movements, as well as the veloclty triangle force

program for rapld hand movements proposed in the
Lemay-Westcott model. The Elkind model, as shown in

Fig. 56 ( 13) should match many of the time and frequency
domain characteristics of manual tracking of continuous
signals, and includes the mechanlism for human adaptation
to a variety of controlled element transfer functions.

The proposed model is based on the following character-

1stics:

1) Primary perception of velocity as well as

displacement. Veloclty sensing 1s indicated by the
differentiation in the upper, pursuit loop of the flow
chart. Although this pure differentiation without any
low pass filtering may lead to spurious noise, it 1s
presented for simplicity. It replaces the somewhat

arbitrary discrete rate estimation used by Young.

2) Intermittency in manual tracking movements. Breaks

in otherwise continuocus records and peaks in the

frequency response, are evldence of sampling and

represented by the pair of synchronous samplers, one
sampllng error and the other sampling error rate. The

difference between the average delay time of approximately
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0.15 seconds found in continuous tracking, and the
sampling interval of approximately 0.3 to 0.4 seconds
suggested by the sampling peak 1n the frequency response,
is accounted for by a somewhat arbitrary mechanism in

the model. By separating the reaction time (0.15 sec)
from the refractory perlod, which includes the reactilon
time plus the time taken for a movement to be completed
(0.3 sec), the model 1is capable of describing both

the short initial reactlion and long intersample perlod
during actlve tracking. The sampling interval is assumed
to be 0.15 seconds prior to the initiation of any movement
by the controllor, and 0.30 seconds after he has initiated
a response, assuming a movement time of 0.15 seconds. Note

that thls mechanlsm still does not account for the dis-

crepancy between step response reaction times (approximately

0.3 = 0.4 seconds) and delays found in continuous
tracking (0.15 seconds), the same problem which caused
Lemay and Westcott as well as many other investigators

considerable concern.

3) Existence of a smooth pursuilt as well as a fast

sac¢ccadic channel 1n the output of the human gontroller.

Just as had been described 1iIn the discussion of Navas!'
work, Elkind et al. searched for the existence of a
pursuit channel glving smooth output motions of approxi-

mately constant velocity, similar to the smooth eye

871



movements system. Unlike Navas, however, they found that
such pursuit movements do exlst in general and are an
egsentlal part of the manual control mechanism.

Figures 57 and 58 show the records of hand tracking of
ramps and a parabola respectively (13 ). In both cases
the hand response 1ncludes constant veloclity segments as
well as sudden saccadic-llke Jumps, and the outputs

bear conslderable resemblance to those cited by Young

for the eye movements. Elkind et al. polnt out that

with a pursuit channel the model 1ls given the capability

of memory.

4) Force program. The Elkind model includes the
baslc work of the Lemay-Westcott model including a force
program for the fundamental rapld human hand movements.
The force program part of the Elkind model achieves the
same double parabola wave form as Lemay and Westcott
propose for simple galn dynamics, without requiring the
feed foward path or the second sampler. Since the basic
force program need not always be one resulting in a
velocity triangle, but may result in velocity pulses or
doublets for cases in which the controlled element is of
higher order than pure gain, the Elkind model includes the
flexibillty of changing the force program by adjustment

of the parameters kfl and kf2. The muscle and hand
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dynamics are assumed to correspond to pure inertia.

The cross branches kmp and krs are Included to allow
the human controller logic to provide compensation for
different controlled element dynamlcs, by lntroducing
effective lead or lag. When the samples of error (e*)
drive the pursuit loop to the branch krs’ the effect 1s of
an integration; whereas if samples of error rate (é*)

are used to drive the saccadlc branch through cross

coupling kmp’ the effect 1s one of differentiation.

The model discussed above appears to be a promising
attempt to describe much of the '"fine structure"
observed in manual contrcl responses for continuous
tracking. It includes the speclal features of the
Young eye movement model and the Lemay-Westcott hand
movement model, and overcomes some of the unnecessary
artifices used in each. The Elkind model remains
to be simulated to verify 1ts ability to correctly pre-
dict or describe a wide varlety of human responses. There
are, however, two major drawbacks ln its present form.
The specification of a palr of samplers which are presum-
ably free running and whlch change thelr samplling period

as a functlion of system activity, appears to be arbltrary

and needlessly complex. Although 1t does produce a range
of reaction times distributed between 0.15 and 0.30 seconds,

the same result could be achlieved by a sampler assumed
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synchronized with the input, and additive noise on the
sampling period. Secondly the exlstence of the adjustable
direct and cross coupling gains, kp, ks, kmp and krs’ as
well as the gain adjustments in the force program portion
of the model, kfl and kfg, provide such great
flexibility in the program as to permit the matching of
almost any arbitrary desired response by sultable
selectlion of these six gains. Although all of these
branches may very well exist, until some set of rules 1s

suggested for the way in whilch they should be adjusted,

the presence of that many variable gains tends to weaken

the model.

Rauolft's Sampled Data Model for Human Tracking

In his doctoral dissertation in France, Rauolt
came to the same conclusions as a number of the American
investigators over the years concerning the quasi-linear
model for continuous tracking (56 ) (46 ). His guasi-linear
model for the total open loop transfer functlon, from

error to response 1is

=-0.1s
D(s) = 5 9—5———-

The human operator 1ls assigned the 0.1 second delay time

and the abllity to introduce lead or lag as well as
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varlable galn in order to keep the overall open loop

transfer functlon as glven above. Thls approximation is
assumed valid over the range of input frequencles 0 - 1.2 cps;
for high 1nput frequencles the only change 1s an increase

in the open loop galn, from 5 to 9.

These approxlilmations, while valid to filrst order
are quite rough 1n comparlson to the experimental results
obtalned by Elkind for varlation 1ln phase and galn lag
as a function of 1nput frequency ( 12). Similarly the
study of dependence of operator transfer functlon on
controlled element dynamics does not contrlbute more

than previously found by Russell, Hall and others (57)(20).

Raoult and Naslin are led to the hypothesls of a
discontinuous model for manual tracking by observatlon of
the discontinuities In the trackling of continuous input
signals and also by the characteristics of the operator
remnant, whlch includes frequencles other than those
present in the input. Just as Bekey had done, they
required that thelr sampled data model approach the
characteristics of the continuous models for the lower
frequencies. In thelr model, shown in Fig. 59 ( 56 )
continuous lead or predictlon is given by the lead term
Tlp. (p 1s taken as the Laplace operator and is in all
respects equivalent to s in this work.) The sampler is

characterlized by two parameters, Te and 6. Te 1s the
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conventional sampling period, or interval between

- successive samples and 6 is the sampling duration, or
period during which the sampler remains closed. Note
that this 1s not the same as the impulse modulator
assumed by the other authors, unless © equals zero.
Kh i1s the variable human operator gain and p 1n the
denominator represents the desired integration taklng place

in the central nervous system. The block W(p) 1is the

general continucus compensatlion block which 1s introduced

to compensate for any dynamlics in the external plant, K2.

W(p) 1s cast in the following cannonical form developed

by Naslin

1 .
W(p) = 1+ az(hp) + a3(hp)2 + c;{(hp)3 + (1.2(1"1!))1F + (hp)5

and represents a general polynomlal denomlnator. The total

open loop gailn, Kh Ky, 1s designated as Kg-

Raoult recognized the varliability of the sampling
rate, and commented upon 1ts possible correlation with
error magnitude, but did not include this variability
in the simulation. Typlical parameters taken in their

simulation are the following

T = 0.4 seconds, corresponding to the average
€ interval between samples
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T
0 = gg_ = 0.08 seconds, the supposed duration of
each sample, which 1s greater than the
retinal persistence time

The Nyquist diagram corresponding to these cholces
of parameters 1s shown in Fig. 60 (56 ). The heavy line
is of little interest, whereas the lighter line almost
parallel to the lmaglnary axls represents the Nyquist
diagram of the sampled open loop model. Note that the
curve crosses the real axis at 42/2 or approximately
5 radians per second. Input frequencles above half the
sampling rate cannot be resolved unamblguously at the

output.

The ability of this model to reprcduce the time
characteristics of the human operator tracking
continuous input signals 1s shown by the sample record in
Fig. 61 (56 ). The general characteristics of the
response are quite convincilng, however, Raoult presents no
detailed spectral analyslis or correlations to quantify

the ablillity of his model to match the experimental outputs.

Pew's Discrete Switching Model

The experimental sltuation investigated by Pew 1s

shown in Fig. 62 (54 ) (55). The presence of the two
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position controller forces the operator to act in a
discrete manner, elther commanding full acceleration left
or right in the compensatory tracking task. At flrst glance
thls situation might appear to be far removed from the
case of continuous tracking discussed thus far, but 1in
reality 1t is found that when the control elements
dynamlecs are 1/s2 or higher, the performance of the
human operator closely approaches that of a bang-bang
control system ( 32 ). The control law for a bang-bang
controller 1s entirely determined by the switchlng llnes
on the phase plane (for a first or second order system)
or the switching planes 1n state space for higher order
systems. These swltching planes indicate at what values
of error and 1ts derivatives the control direction 1s
reversed., A typlcal record of operator performance 1in
attempting to reduce the error and error rate to zero
from an initial condition 1s shown in Fig. 63 (54 ).

As seen both in the time record of error and error rate
and 1n the phase plane, the operator brings the error

to a low value in two maJor positive and negatlive control
phases, and then limlt cycles about the origin with a

period of between 0.4 and 0.6 seconds. An illustratien
of the phase plane swifching locus found for a typical
operator 1s shown in Fig. 64 (54 ). These switching lines
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are not those that an optimum controller would exhiblt,
the latter passing through the origin and leading to
double parabolic responses. The fact that the

switching lines run from upper left to lower right
indicates that the operator is including lead compensatlion
and swltches earllier when the veloclty 1s high. The
separation of the two parts of the locus may be attributed
to a dead time, and leads inevitably to a stable limit
cycle as the operator switches back and forth between

the two switching polnts.

Thls additional information complements the material
described above on sampled data models for the human
operator. It 1s an independent method of exhibiting
lead, and its indication of a stable limlt cycle lends
support to the notion of the psychological refractory
perlod and 1ts associated minimum delay tlime between

dlscrete output changes.

Summary

A note of cautlion 1s introduced at this point

concerning the general validlty and application of

introduclng sampling to account for a varlety of phenomena.
A satisfactory continuous model is not converted into a

satisfactory sampled data model by the simple expedient
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of adding a sample and hold circuit. The error 1n

such a procedure is illustrated by the slight digression
taken by Kohlhaas in his thesis (35 ). Figure 65 (35 )
illustrates the insertion of a sample and T1 second
hold circult in the open loop following the continuous
transfer functlon representation which was found to
approximately describe the operator's response with
gsecond order control dynamics. The open loop transfer
function for this model exhibits considerable excess
phase lag, and is not consistent with the stable
performance found 1in practice. The simpllest explanation
1s that the phase lag lmplicit in the use of a sample and
hold operation causes the difficulty and that the sampler
should not merely have been placed as an afterthought to

the continuous model.

The concluslion to be drawn from the proliferatlion
of sampled data models described 1n these sections 1is
that they do succeed in describing some of the filne
structure phenomena of human tracking which could not
be described by continuous models, and at the same
time satisfactorily predict all those characteristics
which the quasi-linear models described. The disadvantage
of the sampled data models relates primarily to their

complexity in comparison to the continuous models. For
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many applications, particularly those in which low pass
filtering in the controlled element smooths out the high
frequency sampling nolse, it 1s quite difficult to tell
the difference between the outputs of the continuous and
sampled data models, and consequently for all practical
purposes one might as well use the continuous model.
However, for those situations 1n which high frequency
response 1s lmportant, or i1f one 1s interested in the
basic underlying physiological mechanism, the "filne
structure" of discreteness should not be ignored. It is
undenlable that some manner of dilscrete processing exists
in the human controller. That thls discrete process 1s
governed by a sampling clock rather than a quantization
phenomenon seems apparent now. It 1s also apparent

that a simple single frequency clock, elifher free running
or synchronized to the input, 1s not a fully correct
description, as witness the wide varliabllity in sampling
periods and the relatively wide "sampling peak'" in the
frequency domain. Whether this varlability 1ls merely
"bioclogical noise" or represents some manner of adaptive
control in which the sampling rate l1ls increased as the

difficulty of the task increases, remains to be investigated.
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Preliminary reports on an extensive study of the
spectral characteristicas of the human operator by
McRuer, Krendel and Graham (43 ) fall to reveal any
significant, statlonary sampling peak. Whether the
input condlitions and lengths of runs could have caused
the variable sampling period to spread out the spectral
peak until unrecognizable remains to be seen 1in
examination of the full report of the study. If the
samplling peak 1s shown really not to exist, but 1is
merely an artifact of the varlous investigators' methods,
then one of the major experimental foundations of the

sampled data models wlll have been destroyed.

Another very lmportant question relating to the
samplling models concerns the correct posltlion for
the sampler. The Bekey, Young and Elkind models place
it Jjust after the summing point, the Lemay-Westcott and
Raoult models place it in the central processor after
some lead, and the Navas model places it at the motor
end. Although this question may be of more interest to
physiologlsts than to englineers, 1t remalns a challenging
one in any consideration of sampled data models for the

human controller.
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VI. ADAPTIVE CHARACTERISTICS
OF MANUAL TRACKING

Clagses of Adaptation

Some of the various classes of adaptation which are of
importance in biologlcal servomechanisms are shown in
Fig. 66 (75). Of the three classes of adaptation called out
in the schematic diagram, lnput and task adaptation will
specifically be consldered as important aspects of the
human operator In hls role as a manual controller. By
input adaptation is meant the process whereby the controller
adopts a different control "policy" or control loss appro-
priate to the characteristics of the input. In its most
obvious forms this involves the recognition of repeatable
patterns in the 1input, with the resultant change of control
from compensatory to precognitive tracking. Adaptation to

the gtatistical characteristics of the input also falls in
this class.

The task adaptation processes Iinclude adaptation to
changes in controlled element galn or controlled element
dynamics, as well as instructions and constraints concerning

the required level of performance.

Blological adaptation is restricted to primarily

sensory phenomena, and 1s not considered in detaill in the
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discussion of manual tracking. A fourth class of adaptation,
which may be more properly called learning, involves the
development of skllls, which may be shown as changes in the
topology of the model input operator, rather than simple

changes in his control law.

Input Adaptation

The simplest form of input adaptation 1s the ability
of the human operator to recognize periodic input signals,
or even periodic components in the input signal, and use
the predictive nature of these signals to synchronize his
response. The human operator response to a single sinusoid
hidden in noise, shows gain and phase lag as 1ndicated by
the quasi-linear describing functlons for closed loop
tracking. When the sinusoild 1s presented by itself however,
the human "locks on" and tracks almost perfectly. The two
time tracings of Fig,67(62) indicate the closed loop response
expected of compensatory tracking and the synchronous
response, also known as precognitive tracking. The ability
of the human to detect the presence of a predictable signal
in an linput consisting of signal plus nolse has been treated
by detection theory (76 ). Little quantitative work has
been directed to the problem of how tracking behavior 1s

affected by the presence of strong periodic components in a
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random input signal. As a practical matter, most input
signals encountered in usual tracking tasks have a large

predictable portion plus some additive noise.

A second major characteristic of the input to which
the human adapts 18 the bandwldth of the input signal.
Using a series of input spectra contalning frequenciles from
zero to a given cut-off frequency, Elkind ( 12 ) evaluated
the parameters of human operator quasi-linear describing
funetions. He found that the human operator reacted
differently in tracking low frequency inputs than he did in
tracking the more difficult high frequency lnputs. Specifi-
cally, the gain term was notably reduced as the input
frequency cut-off increased, and the amount of lag was also
reduced. The break-frequency of the proportional plus
Integral term increased for higher frequency inputs. This
parameter adjustment 18 quite 1n accord with the adjustments
a control engineer would adopt under changes of input
frequencles. For low frequency inputs, a "tight" tracking
loop can be achieved by using high gain and almost pure
Integration as the control law. For higher input
frequenclies however such a control law introduces excesslve
phase-lag, especially slince the hlgh frequency response was
necessarily reduced to avold instabllity. Therefore, when

the input frequency is high (0.4 to 2.4 radians per second)
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the operator adjusts hls transfer functlon by accentuating
the high frequency response through change 1n lag break

frequency, and reduces his relative galiln at low frequencles.

Adaptation to Controlled Element Gain

It is well known that the human operator adjusts his
own galn 1n accordance with the galn of the controlled ele-
ment to achleve a desired open loop and c¢losed loop level
of performance. Thus in a sports car a small deflection of
the steerlng wheel will result in a falrly large rotation
of the front wheels and rate of turn, while in a large
sedan the same deflectlon of the steering wheel willl typil-
cally result in a much smaller front wheel deflection and
rate of turn, representing two different levels of controlled
element gain, Nevertheless the driver 1s capable of
adjusting his own gain (from error in heading or position
to steering wheel displacement) to achieve acceptable
levels of control for both automobiles. This 1s not to
Imply that an optimum level of control element galn does

not exist, for it most certainly does (4 ). The operator

1s, however, capable of adjusting his level of gain so that

the total open loop galn is close to an optimal level. This

adjustment of operator gain does not happen only in such

obvious situations but may also be required continuously in
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the same task. For example in riding a motorcycle, the gain
from handlebar deflection to "roll angle" of the motorcycle
varies with the speed, and the rider must make consliderably
more energetic movements to maintaln his balance at low
speeds than could be permitted at high speeds. This adap-
tation to change in control element gain 1s of course

below the level of consciousness and comes quite naturally

to the rider.

In the situations described above the operator has a
great varlety of external cues to indicate the controlled
element gain. Recently experiments were conducted in which
the controlled element galn was suddenly switched in the
course of tracking with no external cues provided to the oper-
ator (85). He had only the resultant change in tracking
performance to lndicate to him that a change In his own
galn or polarity was required. A typical example of a
step response following such a galn increase 1s shown in
Figure 68. The controlled element galn for this compensa-
tory tracklng task was nearly doubled between the first and
second steps shown. In the subjJect's response to the step

input following the gain increase he first shows a consider-

able overshoot, as would be expected, and then returns the

error to zero with one or two subsequent rapid movements of
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approximately the right magnitude, indicating an adaptation
to the new gain level followlng the first significant hand
movement. Responses to subsequent steps at the new level

of galn show almost perfect adaptation. Raoult, in his
thesis (56 ) finds step response adaptations very similar

to those of Figure 68. To investigate the operators ability
to adapt to sudden changes in gain and/or polarity of the
controlled element, Young et. al. experimented with such
sudden switches under condltions of compensatory tracking of
low frequency continuous random input. Filgure 69 shows the
process of adaptatlion to a sudden reversal of the polarity
of a simple galin control. Notice that this polarity reversal
converts the stable closed loop negative feedback system
into an unstable positive feedback system untlil the human
operator adapts by changing his own control polarity. The
upper tracing of Figure 69 showing the input signal (the
smooth, dark curve) and the subject's response indicates
that for a perlod of approximately 0.5 seconds following

the control reversal the subject's response was divergent,
moving away from the lnput and increasling the error. Fol-
lowing 0.5 seconds the adaptation to the new polarity brought

the error quickly to zero and tracking contlnued as accur-

ately as before the transition. The second tracing shows

that durlng this first 0.5 seconds the subject continued to
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track as though the controlled element had remained in 1its
original state. The error (third tracing) typically shows
a divergence with a fast return to zero and then continued
smaller magnitude. To remove the influence of variations
in input signal at the time of transition, the average of
many error waveforms was calculated for each of these tran-
sitlons. Average error waveforms for the polarity reversals
are shown 1n Filgure 70. Notice that the error has been
detected, 1dentlified, and 1s belng reduced within 0.5
seconds of the transition on the average, and tracklng
performance 1s almost normal within one second followlng
the polarity reversal. Typlcal time records for sudden
galn increase, galn decrease and polarity reversal with
galn increase are shown in Figure Tla, b and ¢ respectively.
In Figure T7la, the galn Increase causes the closed loop
system to begin to break into oscillation which 1s quilckly
damped after approximately one full cycle. The sudden galn
decrease, resulting 1n a very slugglsh system, produces a
small ampllitude error which is not cancelled out for sever-
al seconds, as seen in Figure Tlb. The combinatlion of galn
Increase and polarlity reversal, which would be expected to

result in an unstable response, shows many of the charac-

teristics of the adaptation to the polarity reversal and to

the galn increase separately. In Flgure T7lc the response
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immediately following the transition 1is the beginning of an
exponential divergence. The polarlty correction is followed
by oscillatory behavior similar to the case of a simple galn
increase. Notice that for the example shown in Figure Tlec
the error 1s substantially reduced 1in the first two seconds,
but some small osclllatory behavior is seen throughout the

remainder of the record.

The conclusion from these studies (in which the subjects
were well trained on all tracking conditions and expected
some sort of control element change although not knowling
exactly what or when) 1s that the major control adaptation
generally occurred 0.4 to 0.8 seconds following a controlled
element change. The resulting error is usually reduced to

its asymptotic level in the followling one to three seconds.

There 1s some evidence from examination of the time
waveforms 1n the fine structure of the adaptation process
to indicate that the operator adjusts first his polarity and
second his gain on the basis of sequential samples of the
error. It 1s to be emphasized that the extremely rapid
adaptation times shown 1in these experiments are probably

valid only for the ideal laboratory conditions. In a prac-

tical situatlon, 1n which changes in controlled element gain,
polarity or dynamics are most unusual, it is highly unllkely

that such rapld adaptation would be observed.
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Adaptation to Controlled Element Dynamlcs

In addition to adjusting hls gain, the human operator
is capable of introducing a significant amount of dynamic
compensation when necessary to egualize the dynamics
of the controlled element. Considering the pure time
delay as inherent in the human transfer function and
unchangeable, the nature of this equallzation 1s to
malntalin the open loop transfer function, including both
human operator and controlled element, in the form of
approxlmately a simple lntegration plus dead time. Gain
is adjusted to yleld a galin crossover frequency of the
order of one cycle per second with dampling constant of
0.3 - 0.6. The operator's equalization and gain adjustment
ability 1s reflected in the following lead-lag term
Introduced by McRuer and Krendel to summarize many

Investigations:

(TS + 1)
(TIS + ].)

K .
By 1lncreasing TL the operator can generate lead and
compensate for controlled element lags or dead tlmes, or
to 1ncrease the system bandwidth. By generatling lncreased
lag through an increase in T; , the operator can "tighten"

hls low frequency response and filter out high frequency
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noise. K, the operator galn, may be adjusted to achleve
the désired compromise between fast "tight" response and
stabllity. The form of model proposed by McRuer and Krendel
showing the human operator's equalization abillity 1s
reproduced in Fig. 72 ( 42). They separate the overall
reactlon time into components for visual latency, central
processing, synaptic and conduction delay, and kinesthetic
reaction time. The neuromuscular system including both
kinesthetle and proprioceptive feedback accounts for

the "neuromuscular lag" (1/TNS + 1). This model with

K adjusted to yleld overall system phase margin between
40 and 80 degrees, leads to human operator models more
closely approXimating well designed servomechanlsms, than
the criterion of 60 to 110 degrees phase margin previously

put forward by the same authors ( 42).

In their earlier review, based on the work of
Russell ( 57), Hall ( 20), Tustin ( 78), Goodyear Aircraft
( 18 ), and the Franklin Institute, McRuer and Krendel
showed that the operator could detect and compensate for the
insertion of a simple lag In the controlled element when
the lag time constant was greater than 0.05 seconds. As

the lag time constant 1lncreased to greater than two seconds,

1t appeared as a pure integration, and the operator produced

sufficlent lead to cancel his own internal lag.
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An extenslon of the quasilinear studles to determlne
the human operator transfer functions for use with controlled
element dynamics of second and third order was carried
out by Adams and Bergeron ( 2 ). Using an analog computer
model reference technique to track the parameters of the
human operator, they measured operator transfer functions
for elght different dynamics, flrst, second and third
order, In a slngle-axlis compensatory tracklng task wlth
a continuous random lnput. They dld not include an
explicit dead time in thelr analog model, for the pllot

but rather expressed it as

KIT’(l + %3 s)

(T + s)2

Yp(s) =

Thelr conventlion i1s retained here even though it uses

the symbol <7~ for frequency, rather than time. They
tracked the parameters Kl, T and K,- The results

for one of their test subjects 1s shown in Table 3 ( 2 ).
In their notation for the single-axls task, D 1s the
disturbance or the input, € 1is the displayed error,

$ is the pllot output, going into the controlled element
dynamics, and © 1s the system output. In some cases

the measurements were open loop measurements "across the

pilot" ( 8/€) and in other cases they were closed loop
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measurements from system input to pilot output (& /D).

In the case of the open loop transfer functlon calculations,
the closed loop (8/D) damping constant and 180° phase
frequency are provided in the table, as well as the
location of real roots where they exist for the closed
loop. The man-machine closed loop system response
amplitude ratio and phase angle for these dynamics are
shown in Figs. 73 and 74 ( 2 ). It can be seen from the
table or the closed loop Bode plots that as the controlled
element dynamics go from pure gain to first order lag to
pure Integration the pilot 1lncreases his lead tine constant
to counter the effect and leaves the closed loop response
almost unchanged. Further lag introduced 1into the
controlled element (as in the damped second order

system) results in somewhat greater closed loop phase

lag and the first indication of a resonance 1n the closed
loop amplitude ratio. For controlled element dynamics of
the varlous second corder systems, the third order system
and the pure double integratlion the effect on the closed
loop 1s to decrease the relatlve damping constant and the
natural frequency. The bandwidth of the closed loop

system 18 thus reduced by higher order systems than first
order, Furthermore the exlstence of large peaks in the
amplitude ratio with accompanying increase 1n phase lag,

%)

particularly for the pure acceleration (10/s indlcates
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a considerable oscillation in the frequency range

0.5 to 1.0 cps. It should be noted with reference to

the sectlon of this report on sampled data models, that
these frequency responses were presumably calculated on
the basis of the three model reference parameters and the
closed loop dynamics, and were not taken from spectral
analysis; therefore the lack of the "sampling peak" in

the amplitude ratio is not surprising.

A tracking record with pure acceleratlon control is
shown in Fig. 75 ( 2 ). Two features are of special
interest here. 1In the second trace showling displayed
error notice the existence of the perilodic component
of the error, at much hligher frequency than any component
of the input. The average frequency of these oscillatlons
is 0.6 to 0.8 cps, and 1s presumably a pilot induced closed
loop oscillation. Also of interest 1s the third line,
the pllot output (& ). Although engaged in a continuous
tracking task the pllot rarely moves hls control stlck
in a smooth continuocus fashlon, but rather Jerks 1%
rapldly from one extreme to another. This discontinuous
pilot behavior when confronted with higher order dynamics

has been noted by others, and leads to the hypothesis that

when a great deal of phase lead is necessary the human
operator operates 1n a bang-bang control fashion rather

than as a continucus controller.
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A possible explanation for this bang-bang behavior
when the controlled element has excessive lag is that
for proper system operation the operator must keep in mind
_the first and second time integrals of hls response. To
perform these integrations with continuous control requires
memory of the length of time and the amplitude of hils
control responses, whereas with a pure bang-bang controller
the operator 1s required only to remember the length of
time 1n each positlon, with the amplltude variatilon
removed. On this basis it should be expected that when
sufflclent operator lead 1s requlred he should be able
to perform better with a bang-bang controller than with
a contlnuous controller. Kilpatrick performed these
experiments and found that this was indeed the case.
A schematic of his experimental situation 1s shown 1n
Fig. 76 (32 ). When the controlled element dynamics

2 10
were 10/s or 55(5/3 T 1) there was no significant

difference between the two types of controllers. With a
very difficult controlled element requiring more lead
QO/se(s + 1)), the average mean square error for the
linear controller was 50% higher than that for the real
controller. (Difference in means significant at the

5% level.) Since the input noilse was filtered with break
frequencies at 0.2 to 0.5 rad/sec, the resulting input

was quite challenging and led to large errors for both
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controls. The difference in the basic behavior is
therefore more clearly seen in the case of zero 1input, in
which the operator 1s merely tracking hls own response and
causing self induced oscillatlons. The subJect's response
and error 1ls shown for the relay controller in Fig. 77a
and for the continuous controller in Fig. 77b (32).
Notice that even though the operator uses the contlnuous
controller in a more or less bang-bang fashion, he 1ls able
to use the bang-bang controller in a pulse control

fashion to achleve considerably lower error and avold

the self osclllation. The frequency of the self osclllation
found with the contlnuous controller 1s approximately

0.25 cps.

Even more lnteresting than the steady state equaliza-
tion introduced by the operator for any gliven controlled
element dynamlcs, 1s the adaptatlon process by which he
changes hils control law when confronted with a change in
controlled element. In an extenslion of the experiments
descrlibed above for sudden changes in gain and polarity,
Elkind et al. permitted the controlled element dynamics
to change as well, among pure gailn, single integration
and double integration. In the tracking record shown
in Fig. 78 ( 13 ) the operator was suddenly confronted
wlth the introduction of a double integration at the same

time as a controlled element polarity reversal and galn
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increase. The polarity reversal was detected and corrected
in approximately one second, after which followed a period
of damped osclllation lasting for as long as twenty

seconds. Although one to two cycles of oscillatory behavior
were noted as a result of a simple gain lncrease, the
extended oscillation must be attributed to the operator's

delay in achieving the correct lead equalization and proper

gain for the new double integration. The osclllation is
of fregquency 0.5 to 0.7 cps, which 1s approximately the
180O phase angle frequency for the system with reaction time
delay, residual control integration, and external double

integration.

A tracklng record showing operator adaptation to sudden
change in controlled element dynamics taken under situatilons
more closely approximating a realistic emergency is shown
in Fig. 79 (58 ). The result 1s taken from a test of
the pilot's ability to control in the pltch axls of a moving
flight simulator when the auxilliary pltch damping system
suddenly falled. The effect on the controlled element was
to greatly decrease the effective damplng constant of
the second order dynamlcs whlle leaving the undamped
natural frequency constant. The damping constant prior
to the simulated faillure was approximately § = 0.3
resulting 1in an acceptable pilot rating. Followlng the
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damper failure the effective damping was reduced to
approximately § = 0.04, which was rated unacceptable in
the steady state. The tracking record shows several
evaluation steps by the pillot to determine the "feel"” of
the pitch loop, and then approximately 25 seconds of
tracking a low frequency random input. At the time the
damper falled, the closed loop man-machine system went

into unstable osclillatlion, and continued a wild oscillation
of approximately one cycle per second for more than

18 seconds. During the unstable period the pillot was
undergoing peak pitching angular acceleratlions as high

as 60°/se02. When the errors were finally reduced, the
steady-state tracking was considerably poorer than that with
the pitch damper in the loop, but nevertheless did show

pllot adaptation.

Evidence from several aircraft accident reports indicated
that contreol system fallures in the form of galn changes,
stablility augmentation failures or polarity reversals,
have caused the alrcraft to 1lose control and crash,
even though a pilot might be capable of controlling under
these unexpected conditlons. Planes are found crashed

with the controls "hard over" in the wrong direction,

indicating that the pllot did not recognlze the nature of

the change 1n the controlled element, and did not assume

115




the correct adaptive procedure early enough. Since such
fallures most often happen on take-off, wlith very little
time to test the response, 1t is not surprising that the
human operator adaptive characteristics described above
are not ilmmediately called into play in such unexpected

circumstances (11 ).

As shown in the trackling records of Young and Elkind
above, the human adaptatlion process can be very rapid
under 1deal condltions. To achleve the most rapid
adaptation the operator should be thoroughly tralned on
the controlled elements both prior to and followlng
the switch and should be operating on only one control
loop at a time. He should be presented with sufficlently
challenging lnput to call forth a continual serles of
baslc responses and thereby qulckly ldentlfy any changes in
control characteristics by the resultant change in error
pattern. Early detection and adaptation is aided by the
use of a pursult display, which allows Immedlate l1ldentifi-
cation of changes in response characteristics, and also by
the use of a secondary signal, such as a tone or warning

light, which alerts the operator to the change In condltions.
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Limits of Controllability

Although the ability of the human operator to adapt
to a wlde variety of controlled element dynamics, as
discussed above, glves him great versatllity, it 1s
nevertheless of considerable 1ﬁterest to determine the
limits of controlled element dynamics to which the
human operator can adapt for satisfactory closed loop
performance. It has long been recognized that some
limitation exlsts 1n the human's ablillity to generate
sufficlent lead to overcome the lag lnherent in a control
element described by more than two iIntegrations. External
flltering of the input or output to the operator, 1iIn terms

of guickening or alded tracking, has been wldely used to

assist the operator in generating the lead.

Estimated l1imits of controlled element dynamlcs
which can be successfully controlled by the human operator
may be derlved from the general quasllinear model
dliscussed above, in which the operator 1s permitted the
introduction of a single lead term (TLS + 1). With no
lag terms present, as TL Increases the operator describing

function approaches that of a reaction time plus pure

differentiation. The highest lead time constant published

in the literature 1is T. =5, (40 ) although the maximum
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single lead tlme constant selected in a recent report
by Jex et al. ( 30 ), places the highest value of T, at about
2.0 seconds. Smith Investigated the limit of controllability

using an unstable second order control system of the form

(64 )
KC

YC(E) = — 5

s + 2§nwns +(.~)n

With § negatlve and less than one, the transient
response of the controlled element to an impulse 1s a
divergent osclllatlon. As % becomes more negative
the envelope of the response becomes more dlvergent, and
therefore more difficult to control. Similarly larger
values of L;..)n corresponding to more rapid oscillations,
increase the difficulty of control. At several values of
negative damping, Smith experimented to find the maximum
natural frequency of the controlled element which still
permitted the operator to maintaln adequate control, which
vas arbitrarily defined as the ablility to maintaln the
system error within selected bounds for a two mlnute run.

His results are shown in Table 4 (6% ). Figure 80 (6% )
shows the expected limits of controllabllity as predicted

on the basls of the quaslilinear model by Jex et al. and

as revised on the basis of Smith's data. The area
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representing controlled elements with dynamics below and

to the right of the heavy llnes are assumed controllable
and above and to the left uncontrollable. The dotted

lines represent hypothetical mode switching llines. It is
assumed that when the divergent oscillatlion 1s clear

enough the operator can recognlize the sinusoldal form

and switch from compensatory tracking to quasl-precognitive
tracking, thereby greatly reducing his reactlon time and
increasing his effective lead, Jex et al. would place

this response mode switching line at §n = -0.2 saylng
that for more negative damplng the response becomes
quasi-precognitive, whereas Smith's data would place

this line at approximately §& 0= ~-0.5. It 1s seen that
for both the pure compensatory and quasl-precognitive

data, Smith found the operator capable of generating

more lead than would be indicated by the slmple single

lead term of the McRuer and Krendel form of fthe model.

On the basis of the operator's lnput-output characteristics
with the § L= -0.7 controlled element dynamics,

Smith found the following describing functlon:

-0.1
er 58(s+o.2)(s+3)

Y (s) = o : N
P [s2+e(o.9)(13)s+(13)2][ s2+2(o.25)(21.5)s+(21.5)2]
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This operator model results in a stable closed loop system
for the controlled eleﬁent under investigation, although
oné with comparatively low phase margin of 14 degrees.

For the other data point, at §n = -0.35 and w 0= 7.2,
which results 1In a great deal of osclllatory response, it

i1s necessary to assume that the operator has recognized
this osclllatory behavior and switches to a form of
quasi-~precognitive tracklng which enables him to reduce

hls reaction time delay from 0.15 seconds to 0.02 seconds,

resulting once again in a phase margin of 14 degrees.

It 1s of importance to note that in the operator
transfer function described by Smith 1t was necessary to
asslgn two lead terms, indlcating that the operator 1is
somewhat sensitive to error acceleration, as well as
velocity. These findings appear to be substantlated

by the investigations of Fujii (16 ).

Learning and Perceptlon: Compensatory, Pursult and
Precognitlve Tracking

The human operator can assume different control
characterlstics according to the nature of the
Information display, as well as the controlled element
or task. In the compensatory display situation, which
has received the greatest attention, the subJject observes

only the error between input and response. Any
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separation of input from response must be accomplished

by the operator through observation of the statistical
characteristics of the error, knowledge of hils own

past output, or pattern recognltion applled to the

error. In the pursult task, input, response and error

are displayed explicitly and give the operator greater
opportunity to observe his own response and recognize
characteristics of the input. For relatively simple

tasks with "easy" controlled element dynamics and random
input, there 1s no important difference 1ln performance
between the compensatory and pursult displays ( 8 ).

For tasks involvling difflicult Input signals or controlled
element dynamics requiring significant operator lead,

the superlority of the pursult display has been establlshed
(60)- The explicit input information in a pursuilt
display permlits the operator to make predictions about

the input and therefore establish the necessary lead
requlred for stable closed loop performance. In precogni-
tive tracking the "display" 1s assumed to show the entire
future course of the input, whether this future course

1s directly exhibited or is stored in the subject's
memory as a result of repeated observation of the same
input. Synchronous tracking of a sinusoldal input as
described above 1s a simple example of precognitive
tracking.
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Since it has been well established that the existence
of the finlite reaction time of 0.1 to 0.3 seconds 1s one
.of the major limltatlions to the human operator's abllity
1n compensatory tracklng, other topological configuratlons
must be assumed to explaln hls enhanced performance in
pursult or precognitive tracking. Krendel and McRuer
indicate three representations for the human operator
corresponding to these three different display conditlons
in Fig. 81 (36 ). 1In the compensatory situation the
operator observes only the error. In the pursuit
situation he has performance blocks acting on error,
input and response, although it 1s established that the
response block 1s probably not used for anything except
perhaps controlled element adaptation. The precognitive

"stored program" of response

situation is represented by a
which is triggered by the appropriate input In the synchro-
nous generator. Elkind's describing functions (12)
support such a topology by showlng the reduced phase lag
for pursult tracking as compared to compensatory tracking

and demonstrating that thls difference can be described

by a lead term (Ypi) acting on the input.

Krendel and McRuer hypotheslzed a model for skill

!

development based on "successive organizations of perception'

(SOP) in which it is assumed that the operator passes
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through all three topological phases shown in Fig. 81

in learning any tracking task. First, regardless of the
display modality the operator, they claim, begins by
concentrating on the error. As he recognlzes certaln
characteristlcs of hls response and becomes aware of the
predictabllity of the input, he uses this information to
behave as though he were 1ln a pursult tracking situation.
Note that any I1nput signal other than white nolise will
have some predictabllity even if 1t 1s not a perlodic
signal. Any 1nput correlatlon function other than an
impulse at zero Indicates that the poslitlion of the input
or 1ts derivatives may be partlally predicted at some
future time based on its current position and derivative.
Finally, when periodic or otherwilse predictable inputs

are recognized and learned, the subject beglns tc respond
with well practiced movements and 1s effectively tracklng
precognitively. An example of thls internal topographical re-
arrangement was seen 1n the discusslion of Smlth's results

on the limits of controllability.

It 18 clear that the simple case of compensatory
tracking, although amenable to mathematlcal modellng,

is not representative of most realistic human tracking
situations., Consider for example the role of a pllot

trying to keep hls plane straight and level in the
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presence of wind gusts. Under zero visibillity conditions,
referring only to his artificial horizon, he might be
considered in a compensatory loop. However, he 1s famillar
enough wlth the response of the plane to control inputs

to be able to separate the dlsturbance from the control
responses, and therefore 1is effectively in a pursult
sltuation. The effects of other inputs to the operator
including his tactlle and vestibular sensations in response
to acceleration give him further cues (sometimes erroneous)

to the control corrections required.

Although pursult tracking and multiple 1input
control involve more difficult mathematical descriptilon,
it 1is hoped that they wlll receive attention in the
future, especlally as the newer methods of control theory

for multi-input control becomes more widely known (45 ).

Measures of Adaptation

The above discusslion has used primarlly steady state
measurements to demonstrate that the human adapts from one
situation to another, but sheds little 1light on the nature
of the adaptation process. The measurements show that he
changes from one state to another (adapts) but they do
not show how he performs this adaptation, what information

he uses, or how rapidly the adaptatlion 1s performed.
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None of the attempts to measure the dynamic characteristics
of this adaptation process have been completely

successful, although they have served to place bounds on
the process. There 1s a fundamental problem in any
attempt to identlify the time varying characteristics of

a control system without the use of speclal test inputs.

To observe the dynamlcs of the adaptatlon to changes
in forcing functlion dlsplay modality and controlled element
dynamics, Sherldan automatlcally calculated the operator's
galn and phase at each of flve forcing function
frequencies (61 ). Because the fillters for performing
the frequency analysls themselves have a rather long
response time, the operator's characteristics could only
be measured every fifteen seconds, thereby setting a
lower 1limit of time resolution that could be observed
i1n the adaptatlion process. He found that adaptation to
change from pursult to compensatory dilisplay change in
controlled element dynamics or input adaptation to a
predictable or random input took place within 30 seconds,
or within two measurement points. It is felt that because
of the time limitation of the analyslis method the results

merely put an upper bound of 15 to 30 seconds on this

adaptatlon process but did not accurately reflect the

adaptation times. For longer adaptatlon processes, however,
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such as in "learning" a totally new response pattern,
the operator's characteristics continue to change over

a period of several minutes and are so indicated by

Sheridan's method.

An example of the type of results found by Sheridan
is shown in Fig. 82 (62 ). 1In this case the display
was changed from compensatory to pursuit at time zero.
The operator's characteristlics are shown in the complex
plane for four test frequenciles, at each of six test
points. The test polint zero was for the compensatory
display, and shows a gain of slightly less than one and
a phase lag increasing with frequency up to nearly 900
at the highest frequency (w 5 = 0.93 cps). During the
minute followlng the transition to pursult display the
operator increases his gain and decreases hls phase lag,
especlally at the higher two frequencles. This reflects
the lincreased amount of lead possible with the pursuit
display, and shows that this lead is developed gradually

over the first 45 to €0 seconds.

Several attempts have been made to construct rapid and
stable analog computer techniques for real time parameter
adjusting or "parameter tracking" to follow the dynamics
of the human operator adaptive process. Ornstein (52)

has proposed a technique based on the analog computer
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determinatlion of the coefflclents of a llnear differential
equation deseribing the human. The "model reference"
adaptl ve control system developed by Osburn and Whitaker

( 53) at M.,I.T. has been used to have the "model"

track the pllot's behavior, rather than forclng the unknown
control system to conform to a desired model. The
mechanlzation of this technique, as used by Adams and
Bergeron is shown in Fig. 83 ( 2 ), in which the filter
characteristics for each parameter should be selected

to give a steepest descent correction of the analog

pllot, forcing it to approach the characteristics of the
actual pllot. In all of these methods a compromise must
be struck between stabllity of the parameter tracklng

and speed of response. Since the operator’'s response
includes a remnant term, which may be consldered as output
noilse, and since the model chosen may not be the most
appropriate, attempts to adjust parameters based on every
occurrence of an error between the analog pllot and the
actual pllot will naturally cause the system to oscillate
or diverge. Although tracking of single parameters may be
accompllished quite rapidly, 1t remalns to be seen whether

such galns can be made rapid enough to track the complex

gain, polarity and equalization changes which occur so

rapldly in the human operator under certalin condltlons.
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Returning to the measure of the adaptive character-
istics through the frequency response, Elkind et al. ( 14)
have developed a multliple regression analysls technique for
rapld identifilcation of time varylng linear systems, and
applied it to the human pilot adaptation problem. For
reasonable confldence levels, and under the types of low
frequency lnputs used in human tracking, thls technique
can glve a plot of amplitude ratio and phase every five
seconds, which 1s consliderably faster than that used
by Sheridan. An example of the use of thils technique is
shown in Fig. 84 ( 13). The Bode plots are of the human
operator input-output characteristics before and following
a change 1in controlled element dynamics from é2 to ig s
at time to. The requlred adaptation should consist of a
reversal in phase by 180° and a reduction in amplitude
ratio of €db . Prior to the transition low frequency
phase 1s at about -180° and 1low frequency amplitude
ratlo at about +49db with some low frequency lead as
requlired for stabillzation of the acceleration control
(upper diagram). In the middle diagram, taken from three
to elght seconds following the transition, it 1s seen
that the polarity reversal by the human has already taken
place, wlth the phase lag changed to zero degrees, but
that the gain has been over-compensated. Finally, in the

lower portion of the figure, from § to 13 seconds following
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the transgitlion it is seen that the ampllitude ratio 1is
restored to approximately 6db below its pre-transition
curve, and the adaptation 1s nearly complete. Thils
measurement technlque shows great promise in understanding
the nature of the human operator adaptlive mechanism,
particularly for complex transitions in which the time
domain records do not clearly show the changes 1n the

control law.

The primary limitation on the use of frequency
analysis and parameter tracking in some of the very
rapild human adaptation processes 1s clearly one of
response time. For this reason a return to time domain
analysis is indicated. Indlvidual tracings of operator's
response or system error may not give a clear indication
of the adaptation process because of the interfering effects
of the input, or operator response uncorrelated with the
input or the adaptation process. The use of average
response computation, which has proven so popular in the
field of electrophysiology, may be used satisfactorlly
for bringing out those features which are consistent in
almost all occurrences of a particular type of adaptation.

Some of these average wave forms were shown in the discussion

of adaptation to gain changes, and another set is shown 1n

Fig. 85a,b,c (85 ). The average waveforms shown were
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each taken from twenty transitions of controlled element
galn under pursult tracking. The upper tracing is for

a simple polarity reversal, the middle for a reversal
Increase and the lower for a reversal decrease. Notice
that they all show the beginning of a divergence as a
result of the polarlty change, and that the reversal

point occurs first for the reversal increase, next for

the straight reversal and latest of all for the reversal
decrease, indicating that it 1s perhaps the extent of the
divergence which alerts the subject to the requirement for
polarity reversal. Other characteristlcs such as the
osclllatory behavior associated with a gailn increase

and the slow adjustment characteristic of a gain decrease
are also brought forth quite clearly in the average
waveforms, although they are less obvious 1n the individual

time records.

The use of rapid identification techniques, even if
not "real time" identification, made possible through
Inspectlon of time domain results should not be overlooked
when the ldentification problem presents a serious time

restriction.

Models for Human Adaptive Tracking

A "model"™ 1s a mathematical description of a

process capable of making accurate predictions about
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the behavior of the process under situatlons which had not
previously been tested. As of this time there are no
publlished successful models for the adaptive characteristics
of the human operator. The descriptions put forth either
describe the end states reached by the human operator,
without indicating the means by which the adaptive process
takes place, or they fall into the catagory of very general
"schematic" models. These schematic models all recognize the
extreme complexity of the problem of quantitative description
of the human adaptive process and offer instead a set of
guldelines, hypotheses and constraints to be considered in

the actual task of bullding a detalled model.

The study of adaptive control, currently of great
Interest among the control englneers is, nevertheless,
a relatlively recent toplc. Electromechanical adaptive control
systems, developed primarily for alrcraft, aerospace and
chemical processing applicatlions, are still relatively
primitive in thelr performance in comparlson to the human
operator adaptive abillity. It 1s no surprise therefore
that we are unable to model the human operator adaptive
characteristics using the current techniques of automatic

control. Thls sectlon will therefore be devoted to those

schematlc models which appear most reasonable, and which

cannot be elther proved or dlsproved at this time.
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There are two different classes of models which may
be used to describe the adaptive process in compensatory
tracking; the "model reference" and the "error pattern
recognition" models. Figure 86 shows the baslc elements
of the model reference approach to description of human
adaptive tracking. All of the dotted lines correspond to
hypothetlical paths 1n the adaptive process, whereas the
solld lines correspond to the conventional closed loop
control diagram. The heart of this scheme 1s the box
labeled "model of controlled element" which represents
the operator's concept of what the output should be
doing based on the response he has gilven it. The
difference between this expected output and the expected
input (deduced from any knowledge of the error statistics
or repeatable input) results in an expected change in
the error (&'). When this expected change is compared
wilth the actual change 1n error observed on the display
(é), a deviation between the model of the process and the
actual process 1s indicated. The "deviation filter" rejects
insignificant deviations but passes "important" deviations
between what happened and what was expected on to the
"adaptive control operator". This block produces changes
in the operator's control law to compensate for assumed
changes in the controlled element, and simultaneously
updates the operator's hypothetical model for the controlled

element.
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An error pattern recognition type of model, as
illustrated in Fig. 87 is based on the premise that the
only information used by the operator in performing his
adaptation 1s the displayed error. In the "error pattern
recognition logic" the operator presumably sifts the present
and past error searching for predictable components or other
significant error characterlstics. Discovery of a repeti-
tlve pattern, posslibly by a process such as autocorrelation
of the error, would enable the operator to form a stored
program response. Such a stored program could then
be triggered in precognltive trackling, thereby bypassing
the inherent operator reactlion time. Examination of
error characterlistics might be used to detect changes in
the controlled element as reflected in changed closed
loop performance. A divergent error, growlng Iincreasingly
large wlthout changling sign, might be a characteristic of
poslitive feedback and cause the operator to change the silgn
of hls control law. Regular osclllation of the error might
indicate the need for the operator to reduce his gain and
perhaps introduce some dynamlc compensation. Conversely
a "sluggish" system in which the error approaches zero
very slowly from some inltial condltion could be interpreted
by the parameter adjustment loglc to indicate the

requirement for lncreased operator gain. Thls type of

133



error pattern recognition model assumes no kinesthetilc

or proprioceptive feedback about the operator's response.

A recent paper by Knoop and Fu (34 ) proposes an
adaptive model based on the model reference scheme.
Their non-adaptive model for the human operator, as shown
in Fig. 88 (34 ), includes a model of the plant to enable
the operator to "look ahead" in programming his basic
response movements., In this respect it bears a great
simllarlity to the Wilde and Westcott-Lemay models
described esrlier . The model 1s based on the use
of fixed length control intervals containing "saccadic"
type basic response movements. The system performance 1is
presumébly evaluated at the end of each of these control
intervals, which are "working periods" as opposed to the
gsampling periods In the sampled data models. Thelr schematic
block diagram for the adaptive control process includes the
use of the same plant model mentioned earller, with dif-
ferences between the actual plant and model plant results

being used to identify and modify the process, as in

Fig. 89 (36 ).

A more detailed schematlc model for the human operator
including his adaptive capabilities was proposed by Raoult.
An adaptation of his block diagram is given in Fig. 90 (56 ).

The lower half of the dlagram consists of the model for
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compensatory tracking. The error, magnifled by an
optlcal display gain (Ka) is detected optically, as
represented by the low-pass filter Oe(s) and the visual
threshold block. The error and error rate are detected by
the eye, and error acceleration is assumed calculated by
differentiation of error rate. These three gquantities

are welghted by the constants a, b, and ¢ in the
"command computer". The desired basic response movement
is then sampled every Te seconds for a duration of

© seconds, multiplied by the operator's gailn Kec and
integrated to yleld the desired step command to the muscles.
The controllor 1s assumed to operate with local kinesthetic
feedback from the actual arm displacement back to the
muscles, and the conftrolled element output is fed back

to the input summling polnt. A hilerarchy of auxlliary
organs 1s hypotheslized to describe the operator's adaptive
characteristics. At the top of this helrarchy i1s the
"decislon center". The decision center chooses between
conventional tracking or generation of commands based on
programs stored 1in memory. In the case of the predictable
signal, detected and stored in memory, the decision center

opens the "switches" A and A2 to permit the '"release of

expected response'" to trigger the desired output from the
memory. The '"correlation memory" 1s used for adjustment of

tracking parameters based on minimization of mean absolute
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error or mean square error of the overall system. The
adjustment of parameters is based on spectral analysis of
the input and error. The parameters which may be adjusted
are the filter time constants (b/a and c¢/a), the time
between samples (Te) and duration of each sample (8),
the operator's gain (Kec/Ki) and the gain and time

constant of the muscle loop.

This schematic dlagram contains elements of both the
model reference and error pattern recognition classes, and
contains, in common with Elkind's model (13 ), the
posslbility of adaptation at the force generating end of
the human controller. The concept of adaptive control
through varying the sampling rate, with higher sampling
frequency called for when the error rates increase, has
been proposed by several Iinvestigators but still lacks

experimental verification.

Summary of Adaptlive Characteristlcs

The experimental studies and control descriptions of
the human operator in recent years have extended the
knowledge of adaptive behavlior in manual tracklng from
vague generallties to quantitative descriptions. A con-

slderable amount of data has been gathered on the ability

of the human to adapt to changes in input spectra, controlled
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element galn, polarity and dynamics, display modaiity,

and the l1limits of controllabllity under a variety of
sltuations. These results have Indlicated a greater

adaptation versatillity than expected from some earlier
descriptions, but have also pointed out some of the restricted
conditions under ‘which the rapild human adaptation may be

expected to be demonstrated.

When 1t comes to explaining how the human manages
his remarkable adaptatlion abilitles, very little real
progress has been made. Improvement in the techniques
for dynamic measurement of the adaptlve process have
been helpful in this regard but still fall short of what
i1s required to observe the change in control law. Primarily
as a result of the measurement limitation and the lack of
sufficlient knowledge about adaptive control systems in
general, the development of models for. human adaptive
control has been limited to the very general "schematic

models" at this time.
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TABLE 3

Third test of Pilot B
Eﬁsturbance break frequency, 1 radian/seﬂ

Measured gains ) characteristics 11::::_
Test Dynamics Trensfer function Oscillatory square
T Real roots | STToF»
Kl > K2 , volts
rad_j_a.ns/sec ) ) Aﬁ@igns/sec ¢
1 1 " k.5 0.5[8 - 0:89(1 + 0.11s) 0.6
D (1 + 0.228)2
5 1 6 6 5 8 _ (1 + 0.83s) 1.1
s+ 1 D (1 4+ 0.165)2
3 10 k.5 7 1.5 5 _ 0.64(1 + 0.21s) 1.0
s2 + 3s + 10 D (1 +0.14s)2
L 2 4 3 o | BoL30 40678} ) 5 0.54 -1.26 .7
s € (1 + ©.338)2
10 5 _ 0.6(1 + 0.4s)
3 o | & 0L+ O.0s) 2.8 bo o [-2.5,-7.78 ] 1.2
2 s(s + 2.5) ? € (1 + 0.25)2 >
10 5 _ 0.38(1 + 0.83s)
6 2.5 §.5 5.5 = —20 B SePI8) 3.45 .37 |-1l.24,-10.1 1.6
s(s + 1) € (1 + 0.158)°
7 }g " 9.5 g [8-042(1+0.845)| 44 Qo |-1.b1,-1.78] 2.0
s € (1 + 0.10s)2
gl 10 _ Ig 7 5 12.086(1+0.7s) | 5, 79 0,18 0.96| -0.60 1.6
s{s2 + 3s + 10) € (1 + 0.1h4s)2
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Figure 1. Compensatory (at top) and pursuit closed loop manual
tracking systems: schematic displays and functional
block diagrams. (Krendel & McRuer, 1960)
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Fig. ba, Rapid-succession movements: freewheeling. (Stark, 1961)
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Fig. Wb. Position servocontrol set primarily to counteract load disturbances.
(stark, 1961)
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Fig. he. Mental tracking mode configuration. (Stark, 1961)
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(Atwood et al., 1961)
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Figure 7.

Comparison of BIOSIM model with Fenn and
Marsh experiments. The plots show strain
in muscle vs time. Solld lines represent
data from the BIOSIM model; dashed lines
show the similar shape obfalned by Fenn
and Marsh, when normalized stretch and
time are corrected to the physliological
scale of man. (The corrections are suggested
by Hill.) The parameter noted on the curves
1s the normalized load, .

Fioad

Fiso

(Stark, Houk, Willis and Elkind, 1962)
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Figure 8a. Comparison of BIOSIM model with experiment.

The so0lid curve shows the force-veloclty
relationship of the BIOSIM model; the
dashed curve, the force-veloclty relation-
ship of frog muscle as obtalned by Katz.

For frog muscle Py = 0.1 kg, v, = 4 em/sec.

(Stark, Houk, Willis, and Elkind, 1962)

"opposition" | "work"
force force

NORMALIZED MUSCULAR FORCE

v
NORMALIZED VELOCITY —v;

Figure 8b. Force-velocity relationship of BIOSIM

model. (a = 1, maximal stimulation;
a = 0.5, half-maximal stimulation.)

(Stark, Houk, Willis and Elkind, 19€2)
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Figure 9. Experiment performed with the BIOSIM model.
Fm is the total force exerted by the muscle,
X 1s the muscle displacement, v 1s
muscle veloclty, excitation 1s maximal The
time t, was necessary for the model to overcome
inerti% and reach constant velocity. (Stark,
Houk, Willis and Elkind, 19€2)
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Fig. 1O (a) Diagram showing a simplified muscle with one of its in-
parallel spindle receptors removed from the muscle for
ease of illustration,

(b) Mechanical model of a spindle receptor. Inputs are Xp
(length of the muscle) and X (artificial length caused
by an input to the intrafusaz’fiber); the output is Xgp
(length of the nuclear bag).

(Houk and Stark, 1962)
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Figure 1lla. The response of the spindle receptor to
a step input of stretch. (Houk & Stark, 1962)

X 3 X
7 Yo ¥SByay XsB

Figure 11Db. The tonic input-output characteristic of
the spindle receptor. (Granit, 1958)
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Fig. 12a. Complete block diagram of the spindle receptor model,
Inputs are muscle length and length that is due to
gamma input and to intrafusal fiber; output is average
number of pulses per second.
Fig. 12b. Asymptotic Bode plots of the gain and phase character-

istics of H(S), the transfer function of the mechanical
part of the spindle receptor model.

(Houk and Stark, 1962)
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09T

Fig. 13a. Response of spindle receptor to sinusoidal drive. Length
of vertical lines in top record is proportional to interval
between successive nerve pulses from spindle; peak-to-peak
change in instantaneous frequency, ~Uu40 pps. Bottom record
shows sinusoidal component of spindle stretch, the input
(frequency a5 0.03 cps). (Houk, Sanchez & Wells, 196€2)
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SKETCH SHOWING MECHANICAL
PORTION OF APPARATUS

Fig., 14 (Stark, Iida and Willis, 1961)
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Fig. 15 (Stark, Iida and Willis, 19€1)
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CONTROL EXPERIMENT SHOWING EFFECT OF
DIFFERENT INPUT AMPLITUDES
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FREE WHEELING EXPERIMENT

MAXIMUM FREQUENGCY +20 ]
WITHOUT

CONSTRAINT 01

degrees—ZO-VV\/\}\}\/\/VVVVVV\/V

AAANAPWAAAAAAAA

MAXIMUM FREQUENCY +20 -
WITH DISTURBANGE
EXPEGCTATION 0

degrees —20 4

'

/\/\/\/\/\f\/\‘/\_/\‘/\;

-\/V\/V\/\/\/\/\/V

MAXIMUM FREQUENCY +20-

WITH
MENTAL TRACKING 0+
degrees —20-1

N e
L L]

\/\Umv ay f\

n

T

TIME IN SECONDS

Fig. 21 (Stark, 1961)

166




FREQUENCY RESPONSE GAIN DATA

GAIN

O UNPREDICTABLE INPUT

Amplitude of central frequency * 5°
O PREDICTABLE INPUT
X FREE WHEELING

2.0
1.0 === =
0.5
0.2~ Y\x\
! o2 os 1o 2o 80 100
FREQUENCY IN CPS
Fig. 22 (Stark, Iida & Willis, 1961)
O UNPREDICTABLE INPUT
Amplitude of central frequency *5°

-60, O PREDICTABLE INPUT //

—40

-20]

o

20-

40-

601 PHASE LAG AN

80 (degrees) \

100+

120-

140

1601

1801

2001

220 T T — T

5 ) 2 ; :l ;él?BSIO
FREQUENCY IN CPS
Fig. 23 (Stark, Iida & Willis, 1961)

167




GAIN

FREQUENCY RESPONSE GAIN DATA
UNPREDICTABLE INPUT

o Amplitude of central frequency * 5°
A [14 L1 [1} n i loo

2.0
1.0

0.5

¥ U

o2 0.5 1.0 2.0 5.0 100

FREQUENCY IN CPS
Fig. 24 (Stark, Iida & Willis, 1961)

FREQUENCY RESPONSE PHASE DATA

-60
W UNPREDICTABLE INPUT
—40 O Amplitude of central frequency £ 5°
FaX u 1] 1t 1 ilO°
—20—

60 1 PHASE LAG

{degrees)

80 -

100 1

1204

140 <

160 +

180 +

200

220 T T T LI I |
5 ! 2 3 4 5678910

FREQUENCY [N CPS
Fig. 25 (Stark, Iida & Willis, 1961)

168




UNPREDICTABLE INPUT

o Amplitude of central frequency * 5°
A 1" " " 1 + loo

-2?O°

1
[
\NCREAS,,VG

N

Fig. 26 (Stark, Iida & Willis, 1961)

STEADY LIGHT SOURCE

y LIGHT sSuUT
LIGHT BEAM E\

) FOCUSING LENS

ROTATING MIRROR

HAND - CONTROLLED POINTER —] ,( MIRROR
GALVA NOMETER
TRANSLUCENT SCREEN —

LIGHT SLIT IMAGE

N

HANDLE

POTENTIOMETER

b’

. +
>
\@\J‘ ~—LINEAR
€

Fig. 27 Sketch of apparatus (Houk et al., 1962)

169




-l

. Tt Hiti . exd [ .- .
oLl - - a
328 o Sy T 3 |OJW
5 » s
-9
a8 )
ez 9
553 EH
itz L jﬁv‘i‘bf‘\aﬁ%%
e (s€€) ite TIME (SEC)
(o) {d)
[I:ll_ lJLLl‘I]I_l'LT;" ! ,
e = 1177 T _
[ - 5 10— -
§§ - gg)—-lo'— _— L—7——-
3 413
ﬁgg 552 10] p—H N
éEg- g’g;z -Ig: ' L,h—-l—‘-{
E34™ =y .
TIME {SEC) TIME (SEC)
(b) (e}
238 wHi bt — — — — — — £33 w0} l
""E o= T ¥ - 5’:‘: ol 2
3gF 0'3" p SN O N S SR — 358 o. .
E 4T Ei X ‘t 28y 0~ =
w W .
e *\JWU“ UNVE [ Y VeV aUe
S e o
§§§ \/ §§;-|o‘—-
“ TTTiMe (s TIME (SEC) '
(e} [(}}
Figure 28. Time function records of angular target position and angular wrist
handle position: (a) random steps (b) regular square waves at 0.5 cps

(¢) regular square waves at 0.9 cps (d) regular square waves at 2.5 cps,
here the bottom trace has both target and handle angular velocity super-

imposed. (Houk et al., 1962)
g oI EYE O
Z 19| HAND X
O (o]
2 / ! o ? A
2] 0 1 O A A Fo I\
oV o A K 7 <
> \ ‘ VA o I\ I\ ] \
é b'x - S F / \ o\
w01 / \ -do ‘| Yo II ‘\ 1\(')
é %x I &L&J(/ \ 4L0¢€$ -4
w b’4 )/- ‘I !
ws !
4 \’
g 0.2}—
o | l | ] | | |
1 5 10 15 20 25 30 35
TRIAL —

Figure 29. Sequential order of response time delays for both the eye and the
hand in simultaneously recorded experiment with input at 0.5 cycles per

second.

(Okabe et al., 1962b)

170




~~~oEYE Q20 }

——xHAND 026 RANDOM
°
x s e
2\ \ e
x o/ \
/ \
e \
4 ’/ o
L gm0’ ) o 1 | Bintedentet et )
L3 04 03 0.2 X [¢] -al
(o)
30
x
3
--—EVE 024 o
SEC
—iwo ois} 2 T2 & o
&
)\ 2
w
. S
®
~{w0
A 1 J
) ) 2z 23

lL2¢cps ’

03 o2 Ol.l
RESPONSE TIME DELAY (SEC)
Figure %0. Histograms of response time delays for hand and eye (a) random
target ('b) regular square waves at 0.5 cps (c) regulaxr square waves at
1.2 cps. (Okabe et al., 1962a)

o 0.1

2 [ )

z 0 1 % )‘/T e 1 FREQUENCY (CPS) OF
o 0.5 1.2 1.6 2.0 NPUT SQUARE WAVE
= _en

- [+} -

: 7 “o L Y

Z 0 o N

2 "~ X WRIST WITH EYE

2 ~ A WRIST (NO EYE)

Z © EYE WITH WRIST

g‘ © EYE (NO WRIST)

s

=

} FOR IRREGULAR SQUARE WAVE INPUT

Figure 31. Dependence of median response time delays upon input square wave.
Solid line shows wrist tracking; broken line eye tracking. (Okabe et al. B

1962a)

171




"0,

°l

DAy
|
2
]

INPUT
-
»
O.

VISUAL
SQUARE-V/AVE

it
g LI

SEYE

T

& HAND

: LI} )

REHA
oo P8
i

VIBUAL
INPUT

1]

SQUARE-WAVE

I
LI
1

& eve

8 HAND

VISUAL
BQUARE-WAVE
1NPUT

fifpnifin i
|

g £ve

i
il

Time function of target,
two frequencies of input square wave,.
(b) for random target position steps
(Okabe et al., 1962a)

172

eye and hand, position for

(a) 0.5 cps

(c) 2.5 cps.




SQUARE-WAVE
INPUT

(538) IMLL

(a)[

Figure 33.

# HAND SEYE
-cw -—Ctw - cw
5083 503 ko3
o HF TR = ,
VISUAL
ARE-WAVE
INPUT
-—Ccht
8,9 9,
LT S ar |
g “F ‘ =
- : _E
H I s
] 5 =
i —
(177 i
:1:1‘ HHH -
e R .
T S ) unphiran, . B
25k [ A &
E‘E 4 | L0 E
= [ ZJ.F: 8
H {iw H
.- L
LTI E
M)
.Jh -
] At
tul i
: e ()
) |
] ! 1]1:11:
peE
o+ RN
e
i
_I-
[
K R

Time function of target, eye and hand position: (a) shows
eye tracking movement sequence spontaneously halting
with no apparent effect on hand tracking. (b) shows

poor to absent eye tracking when hand is still and
marked improvement of eye tracking in association with
hand tracking. (Okabe et al., 1962a)

173



HLT

F— - N -
-1 —— -+ -T- + -+
s K . 1 K
= sdy, %BM E _%1_ 8 sy, %BH _Sl\_n
J 4 i - —-—— * L

Figure 34. Mobility analog of mechanical parameters of
apparatus and hand under experimental conditioms.
(Okabe et al., 1962b)




(b}
{c)
1]

Ry L o B A
bl

(b) and (d),

b4

(2) and (c¢); and visual

(Okabe

(c) and (d) tense.

.
3

1962b)

175

v
Ll L ohed ") -— ») —= LR "3 — ny— [ Ll

ITIONY (TR 35 NeM Wy *y Rl )y 2810w (Ol ]
WINONIY Ivnsia WNINaN3d IvnsIA

impulse experiments at two levels of tension.

(a) and (b) relaxed

Mechanical,
et al.,

Figure 35.



9LT

MAXIMUM FREQUENCY +20 —

WITHOUT
CONSTRAINT

(DEGREES)

MAXIMUM FREQUENCY +20 —E

WITH DISTURBANGE
EXPECTATION

(DEGREES)

Fig. 36

Lol 'u-ni‘:Jiu-u-T
T TITLITHTNRIT

R Sl

s 3
1 '

i
11 KSR L VLS i

T Y .
TIME (SECONDS)

; T ETTE1 AT FIRE N . TR RT ]
S AU I S ERU U] B L

Freewheeling or succession movement experiment. In (a) subject was
instructed to oscillate as fast as possible; antagonist muscle went
quite lax. In (b) lower trace, subject was instructed primarily to
minimize disturbance error due to possible injected mechanical im-
pulse and secondarily to oscillate at the same amplitude as rapidly
as possible; antagonist muscles always maintained considerable tone,
thus position control system slowed oscillation. (Stark, Iida &
Willis, 1961)

(o)




Ky % 102

Figure 37.

50

30

l— @

[ |

45 50 55 MM Hg

¢
-9 | 1
30 35 40

Mechanical parameters of hand as functions of tension.
J is rotational inertia in newton-meters-second<-
radians-1; By 1is viscosity in newton-meters-second-
radian'l; and Ry spring constant in newton-meter-
radian™!, (Okabe et al., 1962b)

17T



)

i

— 4
‘ — w
-]
¢ e
[ ]
— 35
(7]
Increasing é
Tension 2
— 30
©
3
— 2
o hpit 12
L 0
10 5 0
- ~ RADIANS
Y TSec

Fig, 38 Root locus of the positive pole of a complex
pair fitted to hm(t) and ho(t). The scales
are imaginary frequency w4 and real frequency
in radian-seconds~t. (Okabe et al., 1962b)

178



-

——

4 F_;’_—*,-y‘—x\'____—ﬂ (a)

NUMBER OF
RINGING CYCLES

(b)

AVERAGE RINGING
FREQUENCY (CPS)
O

1

N
o

AMPLITUDE
RATIO (db)

1.5 E\w (C)
- — pl} P
x,’ -

1.0

300 — FaN
e\ / N
e \\ //
g | s N\ h,(1)
g 20 < Y (d)
2
<
@ 100 f—
s
= hm(t)
0 — -~ - o
| I ]
30 40 50

VOLUNTARY FOREARM TENSENESS (MM Ha) —

Figure 39. Parameters of visual and mechanical

impulses as function of tension.
(Okabe et al., 1962b)

179



HUMAN
RESPONSE

Figure 40. Discontinuous change of hand position
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to slow target ramps. (Stark, Okabe,
& Willis, 1962)
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Figure 42, Sampled-Data Model after Ward, (Bekey thesis)
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Figure 47. The sampled-data model.
(Lemay €& Westcott, 1962)
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sampled-data model
with delay derived
from the operator's

response to step inputs
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Figure u8,

Model with predictor.

(Lemay & Westcott, 1962)
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Figure 49, Operator

and model velocity outputs.

(Lemay €& Westcott, 1962)
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Figure 52.

Open loop responses, handle loaded with friction
and inertia. Step responses. Vertical scale 4%/div.,
horizontal scale 0.5 sec/div. except c¢ and d,

50 msec/div. (Navas, 1963)
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Figure 53. Responses to randomlike combinations of ramps. Inertia
and friction added. Input scale 6°/div. Output scale
4°/div, Time in seconds indicated. (Navas, 1963)
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Figure 54. Further responses to randomlike combinations of ramps.
Input scale 6°/div. Output scale 10°/div, Time in
seconds indicated. (Navas, 1963)
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Figure 57. Records of hand tracking of ramps (Elkind, Kelly,

& Payne, 1964)
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Figure 59. Raoult's sampled data model for manual tracking.
(Raoult, 1962)
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Block diagram of manually operated relay
control system,
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Figure 64,

(Pew, 1964)
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Illustration of a phase-plane switching locus which may
be used to predict an operator's switching performance.
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Figure 70, Average error waveform with polarity reversal.
(Young, Green, Elkind & Kelly, 1964)
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Figure 75, A tracking record with pure acceleration control.
Dynamics 10/s2 (Adams & Bergeron, 1963)
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Figure 76. Block Diagram of the control loop. (Kilpatrick, 196u4)
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c. Open outer loop representing the synchronous phase of the progression sequence.

Figure 8la,b,c. Three representations for the human operator
corresponding to three different display
conditions. (Krendel & McRuer, 1960)
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Figure 82. Sample median characteristics of human operator
systems following change in display from compen-~
satory to pursuit (0,1,2,3,4,5 are at 0,7+5,15,
30,45,60 sec after change; 6 is average for next
minute (Sheridan, 1962)
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Figure 83, Block diagram of test equipment. (Adams &
Bergeron, 1963)
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-4/s2 to +8/s2. (Elkind, Kelly & Payne, 1964)

217




INCHES)

ERROR AMPLITUDE
(IN

ERROR AMPLITUDE
(IN INCHES)

INCHES)

ERROR AMPLITUDE
(IN

(a) +2 —» -2

(b) +2 > -8

o,

—4
1 T 1

2 3 4
TIME IN SECONDS

Average error waveforms with different
types of transition. (Young, Green, Elkind
§ Kelly, 1964)

| — 4
! i
|

Ol

Figure 85a,b,c.

218

(c) -8 =>+2



INPUT +

INPUT

Figure 87.

OBSERVED CHANGE

EXPECTED CHANGE

IN ERROR & (&') TN ERROR
- e 7 [P eieisviogh N —— e — = -
! EXPECTED INPUT !
! ——een RO - I
' IDEVIATION FILTER: . _ _ _ 1
! T3 TTIT coaNck In MODEL L HODEL OF ) : !
TS T T 7] 1o --
I :sL 1 ' ourggﬁpgggnmm}z I CONTROLLED = o
LS | CONTROL OPERATOR ~S_4 ELEMENT | Lo
x 1 [ e e
H CHANGE IN X
| H.0. CONTROL .
' )
l w
OPERATOR OPERATOR LBESPOHSE CONTROLLED OUTPUT
CONTROL ELEMENT —
LAW 8 c
Figure 86, "Model Reference" model for human
adaptive tracking.
N ERROR PATTERN | pREDICTABLE COMPONENT] STORED
[ — —> RECOGNITION |- — = —"—"—'— > SYNCHRONOUS
LOGIC ERROR RESPONSE
| HARACTERISTICS
| 1 I
| ] |
Y
| |
l PARAMETER |
ADJUSTHENT
! LOGIC i
|
|
i
i [
l Y 4
mon e Lol oo [\ comouss
CONTROL
LAH

adaptive tracking,

219

Error pattern recognition model for human

QUTPUT




ettt | B et a
1 1 I
1 ] 1
! CONTROLLER i PLANT !
I I 1
% § !
] i
ERROR | el_| visuaL | e*| vLiNeAR | mTHRESHOLD| B | FomrcE | f1! ] TIME | ¢ ARM | e*|conTroLLED]!
O~IpiSPLAY| 1 JESTIMATOR| |PREDICTOR DEVICE COMPUTER| |17 |DELAY]™ "~ |MECHANISM|™ | MECHANISM )]
I I I
1
1 [ { |
c : m :I :
I ch TME | e [PLanT) |} |
} DELAY MODEL ” !
] 11 H
L — —_ —_—— S 1 Y J

[}

Figure

Figure

88. Proposed block diagram of the human operator.
(Knoop & Fu, 1964)
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